
Errata (2nd edition)

• Ch. 3, p. 109: The regression coefficient for xi,c−1 should not have an index i:

yi = β0 + β1xi1 + . . .+ βc−1xi,c−1 + . . .+ εi.

• Ch. 4, p. 256: Missing indices in the hyperparameters:

– For the ridge prior draw (τ2)(t) | · from an inverse gamma distribution with parame-
ters

anew = aτ2 +
k

2
, bnew = bτ2 +

1

2
(̃β(t))′β̃

(t)
.

– For the LASSO prior, sample

(1/τ2j )
(t) | · ∼ InvGauss( |λ

(t−1)|
|β(t)

j |
, (λ(t−1))2),

(λ2)(t) | · ∼ G

aλ + k, bλ + 1
2

k∑
j=1

(τ2j )
(t)

 .

• Ch. 4, p. 267: At various places in Section 4.4.4, σ2 should be replaced by τ2:

βj | δj , σ2 ∼ (1− δj)Dirac(0) + δj N(0, σ2). (4.36)

βj | δj , τ2 ∼ (1− δj)N(0, ν0 τ
2) + δj N(0, τ2), (4.37)

The same changes have to be made in Box 4.10.
• Ch. 8, p. 445: Mistake in the index set:

B0
j (z) = I(κj ≤ z < κj+1) =

{
1 κj ≤ z < κj+1

0 otherwise
j = 1, . . . , d,

• Ch. 8, p. 537: Mistake in the transposed signs in the joint normal distribution:(
y
η0

)
∼ N

([
Xβ
µ0

]
,

[
τ2ZRZ ′ + σ2In τ2r

τ2r′ τ2

])
• Ch. 9, p. 587: penalized least squares should be penalized log-likelihood:

The penalized log-likelihood

lpen(γ1, . . . ,γq,β) = l(γ1, . . . ,γq,β)−
1

2

q∑
j=1

λjγ
′
jKjγj

can be maximized by Fisher scoring iterations augmenting working weights and wor-
king responses to the solution to penalized least squares estimate.

• Ch. 10, p. 638: Sloppy notation for the flat prior of βτ :

We thereby assume noninformative priors p(βτ ) ∝ const and the usual inverse gamma
priori for σ2, i.e., σ2 ∼ IG(a, b) with hyperparameters a and b.
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• Ch. 10, p. 638: Sloppy notation for the flat prior of βτ in Box 10.2:

p(βτ ) ∝ const

zi |σ2 ∼ Expo(1/σ2)

σ2 ∼ IG(a, b).

• Ch. 10, p. 662: Incorrect formatting of the subscript for z1:

y | z,βτ , σ
2 ∼ N(Xβτ+ξz, σ2W−1), W = diag(w1, . . . , wn), z = (z1, . . . , zn)

′

• Ch. 10, p. 662: Missing part in the full conditional for σ2:

a′ = a+
3n

2
and b′ = b+

1

2
(Xβτ + ξz − y)′W (Xβτ + ξz − y) +

n∑
i=1

zi.


