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The role of curiosity in guiding
information integration in internal
models of the world Anne  Michae

Schacht Wibral

Motivation Objectives

. We sample sensory information to update our internal models of the * How does a sampling strategy driven by curiosity change the
world. iIntegration of sampled information into internal models, compared to a

f?
+ Itis unknown however, if and how the integration of sampled gradual strategy

information is influenced by whether the information is obtained from - This project is theoretically motivated by predictive coding theories® and
curiosity-driven sampling or from more gradual sampling. our own research on the neural representation of internals models’

» In analysing the consequences of curiosity on information integration in

Preliminary work: the brain, this project speaks to the question Why are we curious?

» By examining neurophysiological basis of self-chosen sampling
strategies under curiosity this project also addresses the question How
are we curious?

 Information in internal models
of the world is visible in neural
recordings as increased neural
activity in alpha (~10Hz)
and beta (15-15Hz) bands’
(Fig. 1).
Does curiosity impact information

sampling for the enrichment and
Fig. 1: Increased beta band activity with increased eXtenSiOn Of our internal mOde|S Of the

richness of an internal model (unpublished work)

Large cohort of participants

Large cohorts (N~100), EEG and anatomical MRI

Task: Sampling of incomplete and degraded information |
under different sampling strategies (curious vs. gradual) ¥ n Match

Trial 1 Condition
Finite element modelling for high-fidelity source reconstruction
Beamformer source analysis
Nonmatch

Information-theoretic analysis of network information flows? ' Condiion

Hypotheses:

Our brains perform some form of predictive processing that """-.‘___ | Conditior
requires acquiring and refining internal models of the world?3 via e
sampling from that world.

= :Solvmg the inverse problem/
g I Source reconstruction
3 : (beamformer algorithm)

Bayesian Models/ Bayesian Correlations

Brain CII‘CU.I’[S WI|.| respond n dIS’[InC_tlve. ways to mformatlon Fig. 2: Example of a behavioural curiosity task. Tasks in this project
sampled via curious strategies, delivering unpredictable revolve around the acquisition of internal models of the outside world il il > Broad-band times cou@
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information which fills and creates new knowledge gaps, versus (here of individual faces) from incomplete evidence via curious or S5 ganmabang
’ gradual sampling strategies that change observation conditions

more gradual sampling, where information gain is incremental. differentially.
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gradual sampling will exhibit interindividual differences. head modelling, beamformer source analysis and analysis of network
information flows.

Network analysis
(within/between areas)
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Cross-project collaborations Potential PhD projects

* Shared focus on different sampling . The neural bases of integrating predictable and surprising information
strategies in experimental designs with into internal models

A4 (person-related factors), C1 (perceptual
sampling), C5 (information theoretic
aspects).

» Shared focus with A3, A4. B2. C1 on . Affective and motivational influences on the neurophysiology of curiosity

individual differences. Fig. 4: Some key collaboration

partners of the doctoral researcher
working on Project B1.

Intra- and interindividual* differences in the integration of information into
internal models under curious versus more gradual sampling strategies
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