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Abstract
Differential privacy (DP) has become a standard for privacy-
preserving data collection. However, there is little under-
standing of users’ comprehension of this privacy technique,
which could increase users’ willingness to share personal data.
Xiong et al.’s 2020 study tackles this problem by investigating
the effect of differential privacy communication to laypeople,
with an average of 466 participants per study primarily from
USA and India. Since privacy decisions have been shown
to depend on participants’ culture in multiple past studies,
we have replicated this study with German participants to
compare the results with the original study and to gain fur-
ther insights about differential privacy communication in a
different cultural context. After having translated the original
questionnaire into German, we conducted two studies with
an average of 728 participants. While we could confirm that
participants did not fully understand differential privacy and
that a new method to communicate the effects of differential
privacy is needed, participants in our study were more willing
to share data than the participants from USA and India. This
finding is surprising, as Germans have been shown to be more
worried about their privacy than other cultures.

1 Introduction

The benefits of using personal data for machine learning are
most prominent in healthcare applications [7, 9, 34]. Among
ethical considerations, there are also privacy concerns [19]
due to the fact that most applications require a lot of data
to train the models. As data breaches appear to be ubiqui-
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tous [16], many people are reluctant to share their private
information [20, 37]. One of the key points of the European
General Data Protection Regulation (GPDR) is that data sub-
jects (i.e. individuals whose personal data are collected) must
consent to the data processing [8]. It is therefore of major
interest to investigate steps that allow data subjects to consent
easily if their personal data are protected.

Among methods to protect privacy in such a context, DP is
a promising solution to this problem. DP was introduced by
Cynthia Dwork in 2006 [15] and it has since influenced many
different areas of research, such as federated learning [39],
data mining [18], and location-based services [2]. In principle,
DP sets a statistical bound on the privacy risk of individuals
who share their data. It does that by introducing carefully
calibrated noise into the data, which masks the contribution
of each individual data subject to a certain degree but still
maintains the usability of the collected data, albeit sacrificing
accuracy. The underlying promise of DP is that nothing about
an individual in a dataset should be learnable that could not
have been learned if the individual was not in the dataset [14].

Furthermore, the original model of DP has been extended
to a more privacy-preserving model, referred to as Local Dif-
ferential Privacy (LDP) [25]. In this model, data perturbation
happens on the user’s device (instead of a central entity with
the original DP). As a result, the raw data do not leave the
device, thus providing more privacy. However, since the noise
is locally applied, the utility cannot be optimized by taking
into account other users’ data. In the following, we will re-
fer to both models as (L)DP, if no distinction is necessary.
Already used in practice by Google [17], Apple [43], and
Microsoft [13], amongst others, (L)DP promises to be a solu-
tion to many problems faced in collecting data. However, it
is not very well known outside of the technical and research
communities, especially not to laypeople.

Laypeople may be reluctant to share information, though,
because they fear for their privacy [20, 37]. Helping them to
understand how their privacy is protected may help them to
make informed decisions about sharing their data. However,
only few publications [5,11,48] tackle this challenge. Among
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them, the studies conducted by Xiong et al., presented in [48],
investigate the effects of DP communication on the users’
comprehension and their willingness to share personal data.
While the authors tested many different and creative ways to
explain DP, the studies have been conducted with young and
educated participants who were recruited via Amazon MTurk,
which has been shown to include mostly users from USA and
India [12]. Nevertheless, it has been shown in [28] that cul-
tural/age differences may impact the results. Also, replication
studies have been shown to enhance the understanding of a
certain subject [35] and clarify potentially false assumptions
drawn from previous research [21].

To investigate these potential differences and validate the
results in a different context, our contributions are as follows:
We have replicated the original studies with participants from
a different cultural and demographic background, directly
compared self-reported and actual understanding of differen-
tial privacy, and evaluated whether personal health app usage
impacts the willingness to share personal data. Tab. 1 illus-
trates the differences in our study compared to [48].

Original study Our study
Country USA/India Germany
Age 80% < 45y Representative of the
Education 60% bachelor’s degree German population
#Experiments 4 2
Avg. #participants ∼ 466 ∼ 728

Table 1: Differences from the original study.

As a result, we conducted two studies to (1) test the willing-
ness to share low- and high-sensitivity data with a health app
and its respective server depending on different text-based
descriptions of (L)DP and (2) to evaluate the trust in and com-
prehension of these techniques. Similar to the original study,
we only evaluated one description of DP or LDP respectively
in the first study, while we evaluated eleven different descrip-
tions in the second study.
The obtained key results are as follows.

1. We can confirm that the participants’ attitudes are similar
in both groups DP and LDP. Unlike originally expected,
participants in the LDP group did not share more data
with the app server than participants in the DP group,
even though it is safer to do so under LDP.

2. Participants who were presented with a description that
emphasizes the implications of the LDP, i.e., that privacy
is protected even if the company’s data base is breached,
participants, indicated the largest willingness to share
personal data, as in the original study.

3. The communication of (L)DP has a greater effect in
our study compared to the original study. Participants
whose privacy was protected via (L)DP wanted to share
significantly more personal data than those in the control
group where no privacy protection was communicated.

4. Overall, we experience a smaller variance in the re-
sults of the different descriptions of (L)DP as compared
to [48]. Moreover, we find that there exists a correlation
between participants who used health apps in their pri-
vate life and their willingness to share data and their trust
in the app, the server, and (L)DP.

5. As in the original study, our participants’ comprehen-
sion of (L)DP was not very high; thus more effective
communication methods are needed.

The remainder of this paper is structured as follows: We
summarize the theoretical and technical background of (L)DP
in Sec. 2 and present related work, including the original
study in Sec. 3. We present our methodology in Sec. 4 and
our experiments in Sec. 5 and Sec. 6. We discuss our results
in Sec. 7 and make conclusions in Sec. 8.

2 Backgrounds on differential privacy

The primary assumption of (L)DP is that users send their
personal data to a data curator, e.g., a company’s data base. A
data analyst can then analyze the data. (L)DP guarantees the
users’ privacy to a certain extent while keeping the data usable
for the data analyst. However, one key element of (L)DP is
that data analysts never see raw or perturbed data but only
receive answers to queries of the noisy dataset. The thread
model only considers attacks on the data curator, but not on
the user’s device itself.

2.1 DP vs. LDP
The global or centralized model is the original form of DP. In
this model, users’ raw data is sent to a trusted curator. Only
then is the perturbation of the data carried out (see Fig. 1).
Perturbation of the data in the global model takes place via
noise that is added, e.g., from the Laplacian or the Gaussian
distribution [14].

Figure 1: Differential Privacy

In the local model LDP, the data is perturbed on the device
before it is being sent to the data curator. The privacy ad-
vantage in this case is that raw unperturbed data never leave
the device (see Fig. 2). However, the accuracy of the data
is lower, as the perturbation of data does not occur on data
aggregates but on the data of single users. Perturbation is usu-
ally achieved via randomized response (RR) [46]. RR can be



best explained by imagining a scenario in which a participant
has to answer a (sensitive) “Yes” or “No” question. However,
before they answer, they first flip a coin. If it lands “heads”
they answer truthfully, and if it lands “tails”, the participant
flips the coin again and answers “Yes”, if it lands “heads” and
“No”, if it lands “tails”. This way, there is a 25% chance of
the answer being incorrect, thus providing plausible denia-
bility to the participants and encouraging them to answer the
questions truthfully (if the coin lands “heads”). Other than
the previously described basic version of RR, one can also
imagine biased coins or spinners representing the weights
added to certain outcomes. This way, a data collector can
emphasize privacy (by adding more weight to the randomized
outcome) or accuracy (by increasing the weight of the true an-
swer). Bullek et al. [5] conducted a study on biased spinners
(see Sec. 3). The utility of LDP data is reduced by O(

√
N)

compared to DP data, where N is the number of users [6]. In
both cases, the data analyst receives only perturbed data.

Figure 2: Local Differential Privacy

The most relevant fact for the data subject is that the privacy
guarantee of LDP is higher than that of DP when considering
only attacks on a company’s application server, for example,
and not directly on the user’s device. This is because raw data
never leaves the device and there is no centralized instance
(like the trusted curator) you have to trust with your data.

3 Related work

In this section we first describe the impact of culture and
privacy law on privacy attitudes, followed by relevant papers
regarding usable (L)DP and the original study, which we
replicate in this paper.

3.1 Cultural differences

There have been many studies investigating inter-cultural dif-
ferences in regard to privacy. For example, studies have found
that a country’s culture impacts its privacy regulations [31]
and its citizens’ privacy regulation preferences [4]. Other stud-
ies focus on the difference in privacy attitudes in the context
of digital government [10] or e-commerce adaption [32].

According to Hofstede’s cultural comparisons [1], Ger-
many is one of the countries that avoid uncertainty, especially
compared to the US or India. Also, Germany can be seen as
an individualistic country, although the US scores higher in

this dimension. It has been shown that both dimensions, un-
certainty avoidance and individualism, impact the risk-taking
behavior of the country’s citizens regarding personal data. Cit-
izens of collectivist countries as well as those from countries
with a high uncertainty avoidance place more emphasis on
privacy [44]. For example, Germans are more conservative
when sharing data on online social networks [28] and trust
providers of activity trackers less [22] when compared to
US-Americans. Further studies have found that the medical
history is seen more sensitive in the US, while income level is
a little more sensitive for German participants [30, 40]. More-
over, Germans tend to feel less in control about the processing
of their personal data [33]. However, none of the existing stud-
ies comparing cultures has focused on (L)DP.

3.2 Differences in privacy law
Privacy and data protection rights are perceived differently in
the US and the EU. Whereas in the EU data privacy is seen as
an individual right, in the US the right to privacy is not directly
granted by the constitution and is context-dependent [3]. The
different European privacy laws were harmonized in 2018
within the GDPR, which grants extensive data privacy rights
to all EU citizens and heavily fines companies that do not
comply. Since 2020 the California Consumer Privacy Act
(CCPA) has granted people in California more extensive pri-
vacy rights as well, but its scope regarding individual privacy
rights is still limited compared to the GPDR [3].

Early research shows that the existence of privacy regu-
lations such as the GDPR can reduce data subjects’ privacy
concerns [47]. However, more recent studies show that in-
creased knowledge about these regulations does not yield the
same result [36]. We can therefore assume that our sample —
German citizens who are protected by the GDPR — might
be more concerned about their privacy than the sample of the
original study, which consisted mainly of US citizens.

3.3 Usable differential privacy
The first study concerning usable (L)DP was presented by
Bullek et al. in 2017 [5]. This study focused on the par-
ticipants’ understanding of RR, which is used in LDP (see
Sec. 2.1). The participants were presented with three spinners
that all had a different bias towards the true answer (40%,
60%, and 80%). That means, that a participant has a 40/60/80
percent chance of having to answer truthfully and a 60/40/20
percent chance that the answer is randomized (equally be-
tween “Yes” and “No”). To make this concept more acces-
sible to laypeople, the authors designed (animated) spinners
that would land on a certain field that would tell the par-
ticipant how to answer the sensitive questions asked in the
questionnaire. The study provided some seemingly contradic-
tory results. As expected, participants preferred the spinner
that provided the most amount of privacy; however, the sec-



Low-sensitivity High-sensitivity
reason to use the health app date of birth
exercise experience family medical record
exercise time substance use
gender surgery record
height diagnostic record
weight income level
vegetarianism current medication

Table 2: Low- and high-sensitivity questions

ond most chosen one was the spinner that provided the least
amount of privacy. Participants justified their choice of the
least anonymous spinner by stating that it would otherwise
feel like lying [5].
Another recent study in this area was conducted by Cummings
et al. [11] and published while we were conducting the repli-
cation study presented in this paper. The goal was not only to
evaluate the impact of DP communication on the willingness
to share data but also how different DP explanations affect the
users’ expectations of DP. The authors synthesized 76 differ-
ent DP descriptions into 6 short descriptions that all convey
a certain theme (technique, trust, risk, etc.). The participants
were presented with one of those descriptions and one of two
relevant scenarios (disclosure of salary or medical records
with DP). Being exposed to DP descriptions did raise the
participants’ privacy expectation; however, it did not increase
their willingness to share data [11].

3.4 The original study by Xiong et al.
In the original study, Xiong et al. investigated effective com-
munication of (L)DP and its impact on data-sharing deci-
sions [48]. To this end, four experiments were conducted.
These experiments consisted of online surveys, and their par-
ticipants were recruited via Amazon MTurk.

3.4.1 Experiments 1 and 2

The participants in experiments 1 and 2 were presented with a
scenario, in which they had to imagine downloading a health
app that asks seven low-sensitivity and seven high-sensitivity
questions (see Tab. 2). The participants did not actually have
to provide these answers to the researchers, but instead had
to answer how they would like their answers to be processed:
1.) not at all (opt out), 2.) only used by the app locally on
the device (local only), or 3.) used by the app as well as the
application server (both). To test the effect of (L)DP commu-
nication, participants in experiment 1 were randomly assigned
to one of the four categories: DP, LDP, gain, and control. Par-
ticipants in the DP and LDP groups were presented with a
description of DP and LDP, respectively. The introduction to
the questionnaire in the gain group was framed in a positive
way (gain framing [45]), and the control group was presented
with a neutral introduction. No descriptions of (L)DP or any

other data protection technique were presented to neither the
gain nor the control group.
After confirming the effects of the gain framing, the authors
repeated the experiment with different descriptions of (L)DP
in experiment 2 (which was split into two separate surveys).
The findings of experiments 1 and 2 suggest that (L)DP com-
munication has little effect overall; however, there was an
increase in sharing high-sensitivity questions. Contrary to the
actual privacy guarantee, DP ranked higher than LDP which
suggests that LDP was not well understood. In experiment 2,
the authors tested further descriptions of (L)DP, which only
confirmed the findings of experiment 1. Participants found
DP easier to understand. However, when the description of
LDP emphasized the data perturbation process, participants
were more willing to share data with the app locally.

3.4.2 Experiment 3

In experiment 3, the authors examined the understanding of
eleven different descriptions of (L)DP and also investigated
the reasoning behind the participants’ sharing decisions via
open questions. The findings indicate that terms like “random”
and “noise” are hard to understand. Participants were willing
to share more information if the implication of the presented
technique was also mentioned. As reasons to share data, par-
ticipants noted that they had no privacy concerns, wanted to
improve the utility of the app, or that they simply trust the
presented (L)DP technique. Participants who did not want to
share their data wrote that they distrusted the techniques, the
requested data was too sensitive, data breaches could still oc-
cur, or that they distrusted the application or tech companies
in general.

3.4.3 Experiment 4

Finally, experiment 4 investigated whether the self-reported
understanding rates were accurate by asking five comprehen-
sion questions. Findings revealed that participants did not
fully understand the implication of (L)DP in most cases. Only
one description that emphasized the implications of LDP
generated a high correct response rate for the implication-
question. As a result, we used the existing studies as a ba-
sis for our work. However, our participants have a different
cultural and demographic background, we have changed the
number of studies, and we analyze whether personal health
app usage affects the outcome. This way we increase the
generalizability of the findings in [48] and are also able to
compare self-reported and actual understanding of (L)DP.

4 Methodology

We started the replication study by translating the English
questionnaire in [48] into German. Two of the authors trans-
lated the questions (and answers) independently of each other



and then discussed and resolved the differences. For example,
some expressions like “health app” have a literal German
translation that we only used when we agreed that it is more
common than the English term.

Following the translation, the questionnaires were created
in LimeSurvey and the participants were recruited via an
ISO 29362-certified panel provider. All participants were
financially rewarded if they completed the study. We set age
and gender quotas to ensure a representative sample of the
German population [42]. Our university does not have an
official IRB process, but we adhered to ethical standards set
by the German Research Foundation. All questionnaires have
been approved by the university’s data protection officer.

4.1 Differences to the original study

We replicated the study conducted by Xiong et al. in order
to compare the responses of different populations. However,
we also made the following changes: (1) demographics as de-
tailed in Sec. 4.1.1, (2) a reduced number of studies as detailed
in Sec. 4.1.2, (3) the introduction of an additional question,
and (4) correlation of the participants’ self-reported and ac-
tual understanding of (L)DP. Note that we also performed
additional statistical tests in Sec. 5 and Sec. 6.

4.1.1 Demographics

The participants in [48] were recruited via Amazon MTurk.
Xiong et al. did not ask where their participants were from;
however, we know from other research that the majority of
MTurk users are from the USA (75%) and India (16%) [12].
In comparison we focused on German participants only. An-
other major difference is the age and education of the par-
ticipants. The original study is heavily skewed towards col-
lege educated (60% bachelors degree) younger people (80%
younger than 45). Instead, we used quotas in our questionnaire
to recruit participants that are representative of the German
population, as illustrated in Tab. 3. We also asked the partici-
pants an additional question to see whether they are currently
using a health app.

4.1.2 Study design

As depicted in Fig. 3, Xiong et al. conducted four experiments
(excluding pilot studies and the division of the second ex-
periment into two sub-experiments). As detailed in Sec. 3.4,
experiments 1 and 2 used the same questionnaire with
different descriptions of (L)DP and tested these descriptions
on four different groups. We used the best descriptions found
by the authors and used them in our experiment A, thereby
compressing experiments 1 and 2 of the original study.
Another difference is that Xiong et al. had already confirmed
the effect of framing the questions in a positive way (gain
framing [45]), which is why we used three different groups:

Exp 1 Exp 2Categories (518) (937)
Male 50.95% 53.1%
Female 46.8% 45.8%
Other 0.15% 0%Gender

No answer 2.1% 1.1%
18-24 15.4% 15.3%
25-34 30.1% 21.8%
35-44 27.1% 24.3%
45-54 15.6% 28.2%
55 or older 10.1% 9.8%

Age

No answer 1.7% 0.6%
No high school 23.2% 33.7%
High school 39% 34.3%
Bachelor 14.7% 12.1%
Master 18.1% 16.3%
PhD 1.7% 2.2%

Education

No answer 3.3% 1.4%
Yes 15.4% 16.1%
No 79.5% 82.1%IT background
No answer 5.1% 1.8%
Yes 47.9% 54.3%
No 49.6% 45%Health app
No answer 2.5% 0.7%

Table 3: Demographics

DP, LDP, and control, with control including the description
of the gain framing of the original study. We examined the
different descriptions of (L)DP in our experiment B, in which
we not only asked for the participants’ self-reported under-
standing of the presented descriptions but also checked their
comprehension with knowledge questions. Both of these are
taken from experiments 3 and 4 of the original study and were
originally separated. As a result, we can directly correlate self-
reported understanding and actual comprehension of (L)DP.
See Fig. 3 for our study design compared to the original study.

Our study

Original study

Experiment 1 Experiment 2 Experiment 3 Experiment 4

Experiment A Experiment B

Figure 3: Study design

5 Experiment A

In this section we present the study design and the results of
experiment A, before we discuss and compare the results with
the ones from the original paper. The complete questionnaire
for experiment A can be seen in Appendix A.



Group Summary of description
DP DP protects personal data via random noise added to

aggregated data. Used by Harvard, US Census Bureau,. . .
LDP LDP protects personal data via random noise added to

every answer provided by the user. Used by Apple, Google.

Table 4: Summary of (L)DP descriptions for experiment A

5.1 Study design
With changes detailed in Sec. 4.1, we conducted our first ex-
periment. After the introduction in which participants were
informed about the goal of the research, they first answered
demographic questions in order to ensure the targeted quo-
tas in terms of gender and age. The participants were then
divided into three groups: DP, LDP, and control. Next, the par-
ticipants were presented with the scenario in which they had
to imagine themselves. In the described scenario, they had
just downloaded a health app, that needed some partially sen-
sitive information from them. All three groups were presented
with the same introduction, i.e., the gain framing [48]. The
DP and LDP groups were then presented with their respec-
tive descriptions of differential privacy. In Tab. 4 you can see
the high-level summary of the descriptions, and the complete
descriptions for experiment A are available in Appendix C.
Afterwards the participants had to answer a comprehension
question. If the question was not answered correctly, the de-
scription was shown again.

In the next step, we asked our participants the same ques-
tions as in [48], i.e., the participants’ willingness to share
potential answers to questions of the downloaded health app
with the app or the app server. As presented in Tab. 2, the ques-
tions are separated into seven low- and seven high-sensitivity
questions in order to evaluate the difference in the partici-
pants attitudes towards their willingness to share low- and
high-sensitivity information with the health app or the app
server. The participants did not answer those questions but
only chose how they would like their potential answers to be
processed. They could choose not to share anything (opt out),
to trust their data only to the app locally, or to share them with
the app and the app server. The participants could also choose
not to answer. In that case they were counted in the opt out
category, as in [48].

5.2 Participants
Through our certified panel provider, a total of 990 partici-
pants were recruited This means that our three groups, DP,
LDP, and control, comprised 330 participants each. We ap-
plied the same exclusion criteria to our participants as in [48]:
(1) Completion time less than 120 seconds (57 DP, 46 LDP,
99 Control) and (2) wrong answers to the comprehension
question (124 DP and 135 LDP). Consequently, 149 partici-
pants remained in the DP group, 138 participants in the LDP
group, and 231 in the control group. The median completion

time (before exclusions) was 199.17 seconds in the DP group,
201.55 seconds in the LDP group, and 148.27 seconds in the
control group.

5.3 Results
In the following, we report all significant results of our exper-
iment that can be directly compared to the original study and
additional tests. Note that the complete results are available
in Appendix E.

5.3.1 Replication tests

Similar to the original study, we first performed χ2 tests on
the three relevant decisions (opt out, local only, or both) for
each question type (low-sensitivity, high-sensitivity) collapsed
across participants.
Question sensitivity across all participants: We observed
significant differences between low and high question sensi-
tivity across participants of all groups. Participants chose to
opt out more often when they were asked a high-sensitivity
question (29%) than when they were asked a low-sensitivity
question (15%), χ2

(1) = 217.63, p < .001. We observed a
similar attitude in the decision local only, with 37% for the
high-sensitivity questions and 32% for the low-sensitivity
questions, χ2

(1) = 21.48, p < .001. Consequently, the deci-
sion to share with both was higher for the low-sensitivity
questions (53%) than for the high-sensitivity questions (34%),
χ2
(1) = 280.5, p< .001. This means that our participants chose

to share low-sensitivity questions more often (locally and with
the app server) than high-sensitivity questions.
Question sensitivity among groups: Differences among
groups (control vs. DP vs. LDP) could only be observed
for the decisions opt out and both. The decision rate to opt out
was significantly larger in the control group (28%) than in the
DP (16%) and LDP (17%) groups, χ2

(2) = 139.21, p < .001.
In contrast, the decision rate to share with both was higher
for the DP (49%) and LDP (48%) groups compared to the
control group (37%) χ2

(2) = 97.95, p < .001). Post-hoc inde-
pendent sample t-tests reveal that only the differences Control
vs. DP and Control vs. LDP are significant (p < .001 for all
four tests, Bonferroni corrected). These results indicate that
(L)DP communication has the effect of increased willingness
to share data. However, almost no difference between DP and
LDP could be observed.
Two-way interaction of sensitivity × condition: Finally,
we replicated the 2×3 cross-table question sensitivity (low,
high) × group (control, DP, LDP) to perform χ2 tests on
this matrix (see Fig. 4) . Again, only the decisions to opt
out (χ2

(2) = 8.08, p = .018) and to share with both (χ2
(2) =

9.94, p = .007) are significant. Pairwise tests reveal that only
Control vs. DP and Control vs. LDP show significant differ-
ences. For the low-sensitivity questions, only the decision
to opt out is statistically significant for the pairs Control vs.
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Figure 4: Selection rates across the three different conditions and both question sensitivities for experiment A (a-c) in comparison
with the selection rates of the original study’s experiment 1 (d-f). As we used the gain framing in our control group, we compare
the rates of our control group with the gain condition of the original study.

DP (p = .002) and Control vs. LDP (p = .001, Bonferroni
corrected). For the high-sensitivity questions, there are sig-
nificant differences in the two decision rates opt out (Control
vs. DP, p < .001, Control vs. LDP, p = .001, Bonferroni cor-
rected) and both (Control vs. DP, p < .001, Control vs. LDP,
p = .004, Bonferroni corrected). This further confirms that
(L)DP communication had a positive effect on data sharing
and that participants in both (L)DP groups show little differ-
ence in their willingness to share.

5.3.2 Additional tests

In addition to the tests carried out by Xiong et al., we also
tested if we could observe differences in the participants’ trust
in the app, the app server, and (L)DP and their willingness to
share based on their demographics. To this end, we performed
Kruskal-Wallis tests and we only report the significant results.
The complete statistics are available in Tab. 9 and 10 in Ap-
pendix E.
Trust: Across all three groups, only participants who were
already using a health app show a significant difference in the
trust in the app (H(1) = 40.028, p < .001), the server (H(1)
= 27.362, p < .001), and (L)DP (H(1)=26.31, p < .001). For
example, 33% of participants who already used a health app
agreed at least somewhat with the statement that they trusted
that (L)DP was secure, in contrast to only 14% of those that

did not use a health app. On the other hand, 26% of those who
did not use a health app distrusted the app (somewhat disagree
or lower) with their private information, whereas only 7% of
health app users said the same. There was no difference in
trusting the app or the server among the three conditions as
well as no difference in trust in (L)DP between the groups DP
and LDP.

Willingness to share: There are differences in gender
when participants report their willingness to share. Female
participants share more with local only (low-sensitivity:
χ2
(28) = 20.50, p = .005; high-sensitivity: χ2

(28) = 25.76, p =

.001), while male participants share more with both (low:
χ2
(28) = 16.33, p = .022; high: χ2

(28) = 18.85, p = .009).
The usage of health apps stands out again, as participants
who used health apps decided more often to opt out (low:
χ2
(7) = 15.11, p = .035; high: χ2

(7) = 19.23, p = .007) and to
share with both (low: χ2

(7) = 15.33, p = .032; high: χ2
(7) =

32.59, p < .001). Further significant results are correlations
between age and the decision to opt out (χ2

(28) = 56.74, p =

.001) and to share with local only (χ2
(28) = 56.25, p = .001)

for the high-sensitivity questions and to share the low-
sensitivity questions with both (χ2

(28) = 49.84, p = .007).
Also, participants who reported an IT background were signif-
icantly more willing to share high-sensitivity questions with
both. (χ2

(7) = 18.38, p = .010)



5.4 Comparison and discussion
As in the original study, there was hardly any difference in
the participants’ willingness to share information between the
DP and the LDP group. It could be expected that people share
more with both under the LDP condition and share more local
only with the DP condition. However, both conditions led par-
ticipants to share more with both and to opt out less in very
similar rates. We could confirm that the question sensitivity
is significant across all three groups.
The major difference between this experiment A and the origi-
nal study’s experiments 1+2 is that in our case the communica-
tion of (L)DP had a significant effect on the participants’ will-
ingness to share, especially when looking at high-sensitivity
questions. However, there was hardly any difference in the
local only decision across the three groups, which suggests
an “all or nothing” mindset of our participants.
Participants showed more trust in the app, the app-server, and
(L)DP when they were already using health apps, which is in
line with findings in [4], and more willingness to share if they
had an IT background.

6 Experiment B

Here, we present the study design and the results of experi-
ment B before we again discuss and compare the results with
the ones from the original paper. The complete questionnaire
for experiment B can be seen in Appendix B.

6.1 Study design
For our second experiment, we combined the last two exper-
iments of the original study into one LimeSurvey question-
naire (see Fig. 3). By doing so, we could directly compare
the self-reported understanding of (L)DP with the compre-
hension questions, while they were separated in the original
study. This also allowed us to test all 11 descriptions of (L)DP,
which also provides additional results compared to the origi-
nal study’s experiment 4.We first asked for the participants’
demographics and then presented one of the 11 (L)DP de-
scriptions provided by [48]. A high-level summary of these
descriptions can be seen in Tab. 5, while the complete de-
scriptions are available in Appendix D. After the participants’
introduction to (L)DP, questions regarding trust and compre-
hension were asked. In the following, we present a short
description of the questions, while the full questionnaire is
available in Appendix B.

(Q1) Do you want to share personal data with the app server
given the presented data protection technique?

(Q2) Why? / Why not? (open question depending on the an-
swer to the previous question)

(Q3) The description of (L)DP was understandable. (7-point
Likert scale)

(Q4) Please highlight the words you did not understand (based
on a score < 4 on the previous question, participants
could highlight words by clicking on them)

(Q5) Comprehension questions

C1. Can an attacker see your data if they get access to
the data base?

C2. Can employees see your data?

C3. Can third-party companies see your personal data?

C4. The usability of the data is now . . . when the pre-
sented data protection technique is in place (bet-
ter/worse/the same)

C5. Do the data stay useful for third-party companies?

The comprehension questions in Q5 were presented in
random order. Participants also had the choice not to answer
or to select that they were unsure.

Group Summary of description

LDP Flow
Answers are changed before they are sent
to the company. Focus on the flow of data.

DP Flow
Answers are sent to the company’s data base;
others only receive changed answers to queries.

US Census
DP introduces controlled noise into the data,
personal information is protected.

Google
LDP guarantees users’ privacy as with
random coin tosses.

Apple
DP transforms the data before they leave the
device; true data cannot be reproduced.

Uber
DP allows statistical analyses without revealing
information about individuals.

Microsoft
DP allows privacy-preserving data analysis by
introducing inaccuracies into the analyzes.
DP uses only a modified version of your data.

DP Imp
Personal information is not protected if the
data base is compromised. Focus on DP’s
implication on the data.

LDP Imp.
DP changes your data on the app randomly
before they are sent to the server. Privacy is
protected if the data base is compromised.w/o Local
No mention of the word ”local“.
LDP changes your data on the app randomly

LDP Imp before they are sent to the server. Privacy is
protected if the data base is compromised.
LDP introduces random noise to raw data

LDP Comp before they are sent to the server. Used by
Google, Apple. Includes company names.

Table 5: Summary of (L)DP descriptions for experiment B

6.2 Participants
As in experiment A, we used a between-subjects factorial de-
sign for our questionnaires. Participants were divided into 11
groups. In each of these groups, a different German descrip-
tion of (L)DP was presented to the participants. We excluded



203 participants who did not want to answer the question of
whether they want to share data (Q1), 67 participants who
gave nonsensical responses to the open question why they did
or did not want to share data (Q2), and 31 with a completion
time of less than 60 seconds.

6.3 Results
Here, we present our results of experiment B, first starting
with the replication tests and followed by our additional tests.

6.3.1 Replication tests

Willingness to share: Across all 11 groups, 53% wanted to
share sensitive information (Q1) with the application server.
The LDP Imp group had the largest sharing rate with 60%,
and DP Flow had the lowest sharing rate of 47%, see Fig. 5.

0%

10%

20%

30%

40%

50%

60%

70%

LD
P Im

p
Apple

LD
P Fl

ow
Google Uber

LD
P Im

p w
/o

 Lo
ca

l

DP Im
p

LD
P Comp

Micr
oso

ft

US C
ensu

s

DP Fl
ow

Sharing Decision Sharing Decision (original study)

Figure 5: Sharing decision rates compared to the original
study’s experiment 3 [48]

Comprehension: Across all groups, only 13% indicated
an easy-to-comprehend rating of less than 4 (on a 7-point Lik-
ert scale), which means that our participants were confident
in their understanding of (L)DP. Participants in the LDP Imp
w/o Local group showed the highest self-reported comprehen-
sion (M=5.3, SD=1.3), followed by Apple (M=5.3, SD=1.5),
DP Imp (M=5.3, SD=1.3), and Uber (M=5.2, SD=1.3). Partic-
ipants in the DP Flow group report the lowest understanding
(M=4.8, SD=1.4), see Fig. 6.

Participants who indicated that the description of (L)DP
was not understandable (score of less than 4 in Q3) could high-
light the words that were less understandable (Q4). Across
all groups, the most selected words were “differential” (22),
“privacy” (21), “poise” (18), and “introduces” in combina-
tion with “controlled” (9). The correct response rates of the
comprehension questions (Q5) are very low throughout all
groups (see Tab. 6). Participants of all groups were able to
answer correctly more often than 50% on average only for the
question C3 3rd party when they were asked about the utility
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Figure 7: Time spent looking at the (L)DP descriptions in sec-
onds vs. average number of correct responses on the compre-
hension questions in Q5. The red dots indicate the respective
means.

of the perturbed data for third parties. Participants in the DP
Imp group scored higher on the question C1 Attacker than
the participants in other DP groups. However, this was to be
expected, as the possibility of an attacker gaining access to the
unperturbed data is mentioned within the DP Imp description.
The only significant difference between DP vs. LDP is
the correct response rate for C1 Attacker (30% vs. 49%,
χ2
(1) = 32.07, p < .001, see Tab. 7).

We also tested whether participants who looked longer at the
descriptions performed better at the comprehension questions.
We computed Spearman’s rank correlation between the time
participants were spending on the description of (L)DP and
their cumulative score on the comprehension questions (Q5)
and found a positive correlation (r(935) = .237, p < .001).
Due to technical reasons, the figure we compare regarding
the time spent reading the description also includes the par-
ticipants’ answer to the questions whether they would like to
share data (Q1) and their reasoning (Q2). The visualization
of the differences in the average correct response rate based
on the time spent looking at the (L)DP description can be
seen in Fig. 7. There, we can see that the correct response
rate peaks for participants who spent between 100 and 200
seconds reading the description and there is no improvement



when participants took longer than 200 seconds. The median
time looking at the description was 57 seconds across all
participants.

Sharing behavior: We used inductive coding to analyze
the valid answers to the open question why participants de-
cided (not) to share data (Q2) based on the established codes
of the original study [48]. Two authors coded the answers
independently and discussed the differences afterwards. If a
participant’s answer fell into two code categories, both were
counted.
Why do participants want to share data?
Trust in DP and LDP techniques. 46% of responses fell into
this category. Answers include “seems secure and recom-
mended by experts“, “statistical analysis without identifica-
tion” (Uber), “randomized data gives a sense of security”
(LDP Imp w/o Local) but also wrong assumptions such as
“seems to be encrypted” (Apple).
Utility considerations. This category encompasses 31% of
valid responses. Examples are “more data equals better rec-
ommendations” (Apple), “probably important for using the
app” (DP Flow), and “brings advantages and seems secure”
(LDP Imp).
Little privacy concern for asked or any information, learned
helpless, and no fear of loss. This category holds 30% of re-
sponses. It is noteworthy that most answers in this category
fall into the category no fear of loss: “nothing to hide” (LDP
Imp), “most information is online anyway” (DP Imp), and
“the requested data is not that important” (Microsoft).
Why do participants not want to share data?
Too sensitive to share. The majority of responses (51%) fall
in this category. Participants wrote: “personal data should
stay personal” (Microsoft), “data not relevant for health app”
(Microsoft), and “no advantage for me” (US Census). An-
other common theme in this category are participants who are
skeptical about sharing their income level.
Distrust differential privacy techniques. 31% of answers re-
vealed little trust in general or more explicitly in (L)DP: “the
term ’noise’ is not explained well enough” (US Census), and
“does not sound trustworthy” (Uber)
Risks of data leak, breach, or hack. Similar to the previous
category, 12.99% of answers indicated that data breaches are
always possible, no matter what the security promises: “no
data is secure” (Uber), and “even the best software has holes
in it” (LDP Imp w/o Local).
Distrust the app or tech companies. 18% of responses ex-
plicitly stated distrust of apps or tech companies in general:
“as it is a private company I distrust these promises of data
security” (LDP Imp w/o Local), and “my data is none of the
app’s business” (LDP Imp)
Some participants, however, have opposite opinions. For ex-
ample, we have two participants who each stated that the
mention of Google in the description (LDP Comp) influenced
their decision whether they wanted to share their data (Q1).
One participant did not wish to share, stating that it “does

not seem secure especially since Google is involved”, while
another participant decided to share because “it is used by
Google and Apple and therefore must be secure”.

6.3.2 Additional tests

Again, we did some different additional tests to investigate
potential differences in the participants’ demographics.
Comprehension: We performed Kruskal-Wallis tests that
revealed significant differences in IT background. Partici-
pants who indicated that they had an IT background found
the description of (L)DP significantly easier to understand
(H(1) = 7.92, p = .005) and answered correctly significantly
more often to C5 Utility 3rd party (H(1) = 4.652, p = .031).
Willingness to share: Participants using apps to monitor
their health were more willing to share information (Q1) than
others (H(1) = 37.47, p < .001). Other demographics do not
significantly impact the results.
Self-reported understanding vs. comprehension: We com-
puted Spearman’s rank correlation to investigate the relation-
ship between self-reported understanding of the description
(Q2) and the scores on the comprehension questions (Q5) (see
Tab. 7). There was a significant positive correlation for C1
Attacker (r(935) = .110, p = .001), C2 Employee (r(935) =
.120, p < .001), C3 3rd party (r(935) = .168, p < .001), and
C5 Utility 3rd party (r(935) = .152, p < .001). Participants in
LDP groups were on average significantly better at answering
C1 Attacker correctly than the participants in the DP groups
(H(1) = 32.04, p < .001).

6.4 Comparison and discussion

Compared to the original study, we obtained a similar sharing
rate for the sensitive information (see Fig. 5). Across all con-
ditions, 53% wanted to share sensitive information, opposed
to 47.8% in the original study [48]. Also, we can report the
largest sharing rate of 60% in the LDP Imp group, just as
in the original study where the sharing rate of this condition
was 65%. The major difference in this area is that no shar-
ing rate is below 46% in our case, whereas there were some
groups in the original study that had a sharing rate below
that. An interesting similarity lies in the overall difficult-to-
comprehend rate (A score less than 4 for Q3) of 13.4% com-
pared to 13.3% in [48]. There is a difference in the lowest
difficult-to-comprehend rate of a group: 0% in the original
study’s DP Imp group and 10% for our Apple group. However,
our highest difficult-to-comprehend rate (DP Flow, 17%) is
much lower than the one of the original study (DP w/o Names
30%). Overall, the differences in the difficult-to-comprehend
rating and the sharing decision among groups are not as large
as they were in the original study.

The participants’ comments regarding the reasoning behind
their decision to share or not to share data are very similar to
the original study’s. Two participants noted that they would



DP LDP

Apple DP Flow DP Imp Microsoft Uber US Census Google LDP Comp LDP Flow LDP Imp LDP Imp
w/o Local

C1 Attacker 20% 24% 49% 29% 24% 27% 37% 45% 54% 55% 47%
C2 Employee 59% 34% 30% 33% 28% 29% 38% 32% 42% 48% 38%
C3 3rd party 68% 53% 48% 45% 49% 49% 47% 47% 62% 65% 53%
C4 Usability 6% 23% 7% 21% 6% 11% 11% 7% 18% 14% 9%
C5 Useful 3rd party 41% 49% 42% 48% 47% 43% 46% 47% 44% 35% 35%

Table 6: Correct response rates
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DP vs. LDP χ2 32.07 1.24 .30 .14 1.66
p <.001 .265 .583 .705 .197

Table 7: Correlations of easy-to-comprehend and difference
DP/LDP regarding the comprehension questions in experi-
ment B

like to see the data before it leaves the device in order to under-
stand the data perturbation. There was no mention of this in
the original study. An alarmingly large portion of answers fall
into the privacy fatigue [26] category, with assumptions that
their personal data is “never secure” and “out there anyway”.
Also, the comments regarding the participants’ unwillingness
to share their income level is in line with previous research
about German data sharing preferences [23].

As in experiment A (see Sec. 5.4), personal health app us-
age has a significant impact on our participants’ answers. This
time, it shows a significant difference in the decision to share.
Unsurprisingly, participants with an IT background showed a
significantly higher score on the self-reported comprehension
of the description of (L)DP. The self-reported understanding
of the (L)DP description correlated positively with almost
all comprehension questions; however, the correlation coeffi-
cients are below 0.2 which suggests a weak association and
thereby a limited effect size [38]. The only significant dif-
ference between participants who were assigned to DP and
those that were assigned to LDP descriptions lies in the com-
prehension question C1 Attacker, where most participants
in the DP groups falsely believed that an attacker does not
have access to the real answers if the company’s data base is
breached. As this is one of the key differences between DP
and LDP, it shows once again that the difference is not clearly
communicated and understood. One exception to this is the
participants in the DP Imp group, where this scenario of a data
base breach is explicitly mentioned. Still, even in this group
most participants answered the question wrong. However,
we found that participants who spent more time reading the

(L)DP descriptions performed better on the comprehension
questions.

7 Discussion

While our study partially confirms the findings of the orig-
inal study by Xiong et al. [48], we also provide additional
insights about (L)DP communication in a different culture
(Germany), different demographics, and the impact of per-
sonal health app usage. Overall, participants who were told
that their data would be protected by (L)DP decided to share
more high-sensitivity data than those in the control group,
which indicates that (L)DP communication had a positive
effect on their data sharing attitudes. Similar to the origi-
nal study, the participants’ responses did not significantly
differ between the LDP and the DP groups. This suggests
that at least LDP was not completely understood. This also
confirms the previously mentioned findings from Cummings
et al. [11] that users misunderstand various descriptions of
DP (see Sec. 3). Although self-reported understanding of the
(L)DP descriptions was relatively high, the subsequent com-
prehension questions reveal that participants overestimated
their understanding. Although participants with higher self-
reported comprehension answered correctly more often on
most comprehension questions, only few of them provided
exclusively correct answers. As participants who spent more
time reading the descriptions provided more correct answers,
we can speculate that reading the description thoroughly im-
proves the comprehension of (L)DP. However, it is also likely
that the descriptions were not worded in a clear way. Due to
the fact that users generally prefer not to read privacy state-
ments [41], it is reasonable to assume that they do not want to
read lengthy (L)DP descriptions either. As a result, alternative
solutions based on more visual (L)DP communication like
those proposed for privacy policies [27] should be investi-
gated in the future. We observe the same pattern in the open
answers about the participants’ willingness to share their data
as in [48]. However, some participants noted that they would
need an example of “how noise changes the data", “what a
hacker would have access to", or “of what use the small in-
accuracies are”. These statements indicate that users do not
want only a vague privacy guarantee, which is probably too
technical for laypeople to understand fully. They would rather
see the actual perturbation of their data or at least a clearer



and more understandable presentation of (L)DP. Moreover,
we could observe a pattern that the personal usage of health
apps increases trust and the willingness to share data.

Besides the expected differences in attitudes due to cul-
tural and regulatory differences, summarized in Sec. 3, it is
also important to take the timeframe of the respective stud-
ies into account. Xiong et al. performed their study before
March 2020, i.e., a time before worldwide lockdowns forced
people and companies into digitalization. As our study was
conducted during the summer of 2021, it is possible that our
sample was more familiar with and presumably more trusting
of digital technologies and less concerned about associated
privacy risks.

8 Conclusion

We have replicated a study on the effect of DP communication
on the willingness to share data and on the understanding of
and trust in the privacy-preserving technique. Despite our dif-
ferent sample comprising German participants representative
of the population, our results are similar to the original study
in that participants’ answers were not significantly different
between LDP and DP models. However, the effect of DP com-
munication could clearly be observed since the participants
were significantly willing to share more data when (L)DP
was applied. As a result, they trust the technology to protect
their privacy. The big caveat is that even though self-reported
understanding was high, follow-up comprehension questions
revealed that participants did not fully understand the concept
of (L)DP. Arguably, visual or otherwise more understand-
able differential privacy communication would help users’
comprehension [24, 29].
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APPENDIX

A Questionnaire for Experiment A

The questionnaire is taken from Xiong et al.’s original
study [48] and has been translated to German. We provide the
back-translated English version of our questionnaire which is
almost verbatim to the original study. The PDF version of the
German questionnaire is available online1.

Introduction

In the digital age, everyone faces the question whether to
share personal data in exchange for goods, services, or other
advantages. The goal of this study is to understand what kinds
of information you wish to share with a health app and how
these data should be used.

Demographics

The demographics were checked first in order to fulfil the
quotas of the questionnaire. Participants had the possibility to
answer “No answer” to all questions.

What is your age group?
Please indicate your gender.
What is your highest school-leaving qualification?
Do you have an IT background?
Do you use apps or devices to monitor your health data?

Precondition

Please assume the following for this questionnaire:
1. You have just downloaded the health app Orange Health
and you start using it immediately
2. To ensure suitable advice and recommendations regarding
your health, the app asks for certain information, for example,
your age and gender in regard to daily calorie intake.
3. At the same time, the app server requests permission to
access and collect the information in order to provide you
with a better user experience. For example, the information
you share will be used to train machine learning algorithms
that will subsequently will be used to provide more exact
recommendations for all users.

Differential privacy communication

Here, the participants in the DP and LDP groups were shown
the descriptions for DP and LDP respectively (see Sec. C).
Afterwards, the following comprehension question was
presented.

Please indicate which of the following descriptions of
(local) differential privacy is correct:

1https://owncloud.gwdg.de/index.php/s/kDAUTawPDsJxAwp

https://owncloud.gwdg.de/index.php/s/kDAUTawPDsJxAwp


◦ A data protection technique that adds random noise to
the collected data of user groups (e.g. average age) in
order to protect the user’s privacy just as if the user had
not taken part in the data collection.

◦ A data protection technique, which adds random noise
to every user response in order to protect the user’s
privacy just as if the user would not take part in the data
collection.

◦ DP/LDP has not been used yet in any organization or
company.

◦ I prefer not to answer.

Participants were shown the respective description again if
they answered incorrectly.

Questions of the Orange Health app

Participants first were presented with an explanation of how
to answer the questions. Again, this is a direct translation and
adaption of the original explanation from Xiong et al. [48].

During the questionnaire please

1.) read the question in the Orange Health app
2.) decide how you would answer

3) Choose, how you would like your answer to be 
processed if the data protection technique presented 
before is used [only shown to DP/LDP]

Figure 8: Back-translated explanation for the participants.
Point 3 has only been provided to the groups DP and LDP.

Participants were provided with 14 screenshots of the ques-
tions in Tab. 2 similar to the one in Fig. 8 in random order
and could choose the following answers.

◦ Only used by the app locally

◦ Used by the app locally and the server

◦ Neither used by the app nor the server

◦ I prefer not to answer

Trust questions

Participants could answer the following questions on a 7-point
Likert scale ranging from “Strongly disagree” to “Strongly
agree”.

1. I trust the Orange Health app to protect my personal
information

2. I trust the app server to protect my personal information

3. I trust (local) differential privacy to protect my personal
information

The third question was only asked to participants in the DP
and LDP groups.

B Questionnaire for experiment B

The PDF version of the German questionnaire is also available
online2.

Introduction

The goal of this study is to evaluate your willingness to share
personal information when a data protection technique is
used. The goal is also to understand why you made this re-
spective decision. Furthermore, we want to evaluate your
comprehension of this data protection technique.

Demographics

We asked the same demographic questions as in the first
questionnaire A

Precondition

We presented the same precondition as in the first question-
naire A

Differential privacy

To respect your personal information and to guarantee a
better user experience, the data that are shared with the
Orange Health app are collected using a data protection
technique. This data protection technique is presented in the
following. Please read the description carefully.

The participants were randomly assigned to one of
the eleven descriptions in D.

Trust in (L)DP

Under the condition that the above described data protection
technique is in use: Would you share your personal data (e.g.
date of birth, family medical record, income level, substance
use, medical record, previous surgeries, current medication)
with the app server?

• Yes / No / No answer
2https://owncloud.gwdg.de/index.php/s/s5hQeVmLNyy2kve

https://owncloud.gwdg.de/index.php/s/s5hQeVmLNyy2kve


If the participant answered yes:
Please explain briefly why you would like to share your per-
sonal data if the described data protection technique is in
use?

• Open question

If the participant answered no:
Please explain briefly why you would not like to share your
personal data if the described data protection technique is in
use?

• Open question

Self-reported understanding of (L)DP

Participants could answer the following questions on a
7-point Likert scale ranging from “Strongly disagree” to
“Strongly agree”.
Please indicate your agreement with the following statements:
The previous description of the data protection technique was
easy to understand.

If participants provided a score of 3 (“mildly disagree”)
or less they were presented with the description again to
highlight words they did not understand.
You have indicated that the description of the data protection
technique was not easy to understand. Please indicate the
words you find hard to understand by clicking on them to
highlight them.

Comprehension questions

C1 Suppose you have answered truthfully to the questions
in the Orange Health app and your answers have been
collected with the presented data protection technique.
If an attacker gets access to the data base of the Orange
Health company, will he then be able to see your true
answers?

C2 Suppose you have answered truthfully to the questions
in the Orange Health app and your answers have been
collected with the presented data protection technique.
Are employees within the Orange Health company able
to see your true responses?

C3 Suppose you have answered truthfully to the questions
in the Orange Health app and your answers have been
collected with the presented data protection technique.
Are third parties with whom the Orange Health company
shares data able to see your true answers?

C4 With the changes imposed through the data protection
technique, the accuracy of the aggregated data the Or-
ange Health company receives is . . . compared to the
actual results without the data protection technique.

C5 Suppose you have shared data such as your family med-
ical record with the health app. Do the results, which
have been collected using the data protection technique
to protect your privacy, stay useful for third party com-
panies with whom the health app company shares data?

Participants could answer Yes / No / Unsure / No answer for
all answers except C4, which had the options better / worse /
unchanged / unsure.

C Descriptions of (L)DP for experiment A

Again, here and in Appendix D we provide the back-translated
English versions of our German (L)DP descriptions which
are almost the same as the ones provided by Xiong et al. [48].

DP

Data shared with the app will be processed using differential
privacy (DP) to protect your personal data and to ensure the
best user experience. DP protects the users’ privacy by adding
random noise to the aggregated data, such as average age,
so that the probability of deducing an individual person’s
information is low. DP is used in academia as well as in the
corporate world, including Harvard University, the US Census
Bureau and corporations such as LinkedIn and Uber.

LDP

Data shared with the health app will be collected using local
differential privacy (LDP) to protect your personal informa-
tion and to ensure the best user experience. LDP protects
the users’ privacy by adding random noise to every answer
provided by a user. As a result, the probability of deducing
a user characteristic is roughly as high as if the user had not
taken part in data collection. LDP is used by companies such
as Apple and Google.

D Descriptions of (L)DP for experiment B

LDP Flow

When local differential privacy (LDP) is used, the app changes
the answers before they are sent from the user’s device to the
company. The company sees and stores only the changed
version of each user’s information and is unsure of the users’
true answers. If changed answers from a large number of users
are analyzed, however, the company can still gather useful
results in aggregated form about the user population, although
the accuracy is reduced compared to unchanged data.

DP Flow

When differential privacy (DP) is used the app sends the
user’s answers to the company. These answers are stored in



the company’s data base. If the company wants to use these
data either internally or with third parties, the company sends
queries to the data base, uses DP techniques to change the
results of the queries and uses only these changed results. The
changed results only provide limited information concerning
a specific user. If, however, the answers of a large number of
users are analyzed, the company can still obtain useful results
in aggregated form about the whole user population, even if
the accuracy is lower compared to unchanged data.

US Census

Differential privacy has been developed by researchers at
Microsoft and is used by many leading technology companies.
There are many variants of differential privacy. The one used
here introduces controlled noise into the data, so that the
accuracy remains at higher levels. This method to protect
privacy has been developed to maintain the data’s usability
and also to completely protect the personal information of
each affected person.

Google

Building upon the concept of randomized response, local dif-
ferential privacy (LDP) makes it possible to generate statistics
about user behavior while guaranteeing the users’ privacy.
LDP builds upon this concept by allowing the app to send
reports that are factually indistinguishable from random coin
tosses and do not contain any unique user names. By aggre-
gating reports, common statistics that are the same for many
users can be derived.

Apple

Differential privacy transforms the information that is shared
with the company before it leaves the device, so that the com-
pany can never reproduce the true data. The basic idea of
differential privacy is to introduce statistical noise that hides
the users’ personal data before they are sent to the company.
When a lot of people send the same kinds of data the intro-
duced noise will cancel out on average and the company is
able to gather useful information thanks to the huge amount
of data.

Uber

Differential privacy is a formal definition of privacy and is
accepted on a broad scale by industry experts because it pro-
vides robust privacy protection. In short, differential privacy
allows general statistical analyses without revealing informa-
tion about an individual within the data. That is why differ-
ential privacy provides an additional safety barrier against
recognition attacks as well as attacks with auxiliary data.

Microsoft

Differential privacy is a technique that enables researchers
and analysts to obtain useful analyses of data bases contain-
ing personal information. At the same time, it provides a
strong protection for individual privacy. This seemingly con-
tradictory result is reached by inserting relatively moderate
inaccuracies into the analyses. These inaccuracies are large
enough to protect the privacy but small enough so that the
analyses remain useful for researchers and analysts.

LDP Imp. w/o Local

Data that is shared with the app will be processed with the
help of the differential privacy (DP) technique to respect your
personal information and to ensure the best user experience.
The app will change the data on your app randomly before
they are sent to the app-server. As the app-server now only
stores the changed version of your personal information, your
privacy is protected even if the data base of the app-server
will be compromised.

LDP Imp.

Data that is shared with the app is processed with the help
of the local differential privacy (LDP) technique to respect
your personal information and to ensure the best user experi-
ence. The app changes the data on your app randomly before
they are sent to the app server. As the app server now only
stores the changed version of your personal information, your
privacy is protected even if the data base of the app server is
compromised.

DP Imp.

Data that is shared with the app is processed with the help
of the differential privacy (DP) technique to respect your
personal information and to ensure the best user experience.
The health app company stores your data but only uses the
modified total statistics, so that your personal information
cannot be learned. Your personal information can be leaked,
however, if the data base of the company is compromised.

LDP Comp

Data that is shared with the app is processed with the help of
the local differential privacy (LDP) technique to respect your
personal information and to ensure the best user experience.
LDP protects your privacy by introducing random noise to
the raw data BEFORE they are sent to the company (the raw
data never leaves your device). LDP is used by companies
such as Google and Apple.



E Statistics

Local Only Both Opt out
χ2 p χ2 p χ2 p

Question 21.48 <.001 280.5 <.001 217.63 <.001Sensitivity
Condition .110 .947 97.95 <.001 139.21 <.001
Con vs. DP

N/A
<.001 <.001

Con vs. LDP <.001 <.001
DP vs. LDP .917 .729
QS * Condition .65 .722 9.94 .007 8.08 .018
Low vs. High QS
Control

N/A
<.001 <.001

DP <.001 <.001
LDP <.001 <.001
low-sensitivity
Con vs. DP

N/A
.033 .002

Con vs. LDP .028 .001
DP vs. LDP .912 .718
high-sensitivity
Con vs. DP

N/A
<.001 <.001

Con vs. LDP .001 .004
DP vs. LDP .790 .465

Table 8: Statistics for experiment A

Trust in
App Server (L)DP

H(4) 3.297 4.705 2.007
Age p .509 .319 .734

H(1) .845 1.14 .818
Gender p .358 .286 .366

H(4) 4.131 4.628 5.912
Education p .389 .328 .206

H(1) 1.41 7.43 .848
IT BG p .842 .115 .357

H(1) 40.028 27.362 26.31
Health App p <.001 <.001 <.001

Table 9: Kruskal-Wallis tests on correlations between demo-
graphics and trust in experiment A

Opt out Local only Both
Low High Low High Low High

Age χ2
(28) 38.66 56.74 36.4 56.25 49.84 37.77

p .087 .001 .133 .001 .007 .103

Gender χ2
(7) 5.86 10.41 20.50 25.76 16.33 18.85
p .556 .167 .005 .001 .022 .009

Education χ2
(28) 29.32 38.9 35.39 24.39 32.38 33.36

p .396 .083 .159 .661 .259 223

IT BG χ2
(7) 16.38 8.03 8.89 7.64 13.6 18.36
p .022 .330 .261 .365 .059 .010

Health App χ2
(7) 15.11 19.23 6.794 4.55 15.33 32.59
p .035 .007 .451 .715 .032 <.001

Table 10: Correlation between demographics and willingness
to share for experiment A

Share easy-to-comprehend

Age H(4) 6.488 .643
p .166 .958

Gender H(1) 1.871 2.852
p .171 .091

Education H(4) 1.017 4.833
p .907 .305

IT BG H(1) .526 7.918
p .468 .005

Health app H(1) 37.465 1.937
p <.001 .164

Table 11: Kruskal Wallis tests for impact on demographics
on willingness to share and self-reported easy-to-comprehend
rate for experiment B

C1 C2 C3 C4 C5

Age H(4) .701 2.282 5.667 9.239 6.824
p .951 .684 .225 .055 .145

Gender H(1) .27 .139 2.38 .028 3.294
p .603 .710 .123 .867 .070

Education H(4) 6.578 6.89 5.928 6.978 6.819
p .160 .142 .205 .137 .146

IT BG H(1) .347 .001 .722 1.705 4.652
p .556 .981 .396 .192 .031

Health app H(1) 2.895 .176 .005 2.14 .389
p .089 .675 .944 .143 .533

Table 12: Kruskal Wallis tests for impact on demographics on
the comprehension questions for experiment B
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