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ABSTRACT
Access control is a key principle to protect user privacy on-
line. The combination of both the wealth of user-generated
data in online social networks and overly complex user in-
terfaces lead to a high user burden for privacy control, hence
making the observance of the above principles difficult. We
investigate how communication metadata on smartphones can
facilitate providing tailored suggestions for restricted audi-
ence groups, thus limiting the sharing of data to the intended
users only. To this end, we have performed a user study col-
lecting a dataset including contact names, calls, SMS, MMS,
and e-mail on personal smartphones in everyday use. In this
paper, we examine which are the key features determining
the social relationship category of a contact using machine
learning. We obtain promising results for an automated clas-
sification of contacts into work-related, family-related and
other social-interaction-related, thus enabling the possibil-
ity of user assistance for privacy control. Obtaining a more
fine-grained categorization of the latter category into acquain-
tances, friends, and university-mates is shown to be difficult,
since these categories blur in our study group.

CCS Concepts
•Human-centered computing → Ubiquitous and mobile
devices; Empirical studies in ubiquitous and mobile com-
puting; Field studies;

Author Keywords
Interpersonal relationships mining

INTRODUCTION
Facebook counts an increasing number of mobile users [19,
7], who create and upload a tremendous amount of user-
generated content. In the current state-of-the-art, users can
control who is authorized to access the uploaded content by
either manually defining a group of individuals or using pre-
defined groups. Predefined groups include categories, such as
“everyone”, “friends”, and “friends of friends”.

However, the current access control proposed to the users
is inappropriate, as demonstrated in [12, 9, 23, 13, 24]. In
particular, the existing solution remains complex and burden-
some [12]. As a result, users may either misapply it or even
not apply it at all, so that content may be shared with an unin-
tended audience [9, 23]. This potentially puts the users’ pri-
vacy at risk and might have negative consequences, such as
dismissals [2] or loss of health-insurance benefits [1] in the
most severe cases. A further drawback of the current method
is that the provided access rules do not reflect the dynam-
ics of relationships between users [13]. In addition to create
groups, users hence need to manually maintain them, increas-
ing the related overhead. As an expected result, users rarely
do it [24].

To assist users in identifying appropriate contacts to share
content with, an approach is to leverage mobile communica-
tion data already available on the users’ phone to classify their
contacts according to different categories as detailed in [21].
For example, call and SMS metadata are considered in [15] to
categorize users’ contacts into family, coworkers, and social
contacts (e.g., schoolmates or neighbors). Within the scope
of this paper, we follow the same direction and make the fol-
lowing contributions:
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1. We have implemented an Android mobile app in order to
log contact names, calls, SMS, MMS, and e-mails on the
users’ mobile phone. We collected 56,680 communica-
tion items related to the 1,895 contacts of our 19 partic-
ipants. To allow further processing, we asked the par-
ticipants to classify each contact in one of the following
categories: acquaintances, coworkers, family, friends, and
uni/schoolmates.

2. We analyze the collected dataset according to different di-
mensions, such as distribution between different communi-
cation channels and temporal distribution depending on the
considered relationship categories. Next, we examine the
information gain obtained by the extracted features and ob-
served that call-based features provide the key information
about the relationship category to which contacts belong.

3. We finally examine the performance of well-established
classifiers according to different settings. We first com-
pare our results to [15] by adopting their classifica-
tion and hence, merging acquaintances, friends, and
uni/schoolmates into a unique category. Our results show
that the classifiers manage to classify the given contacts
with an accuracy of up to 86.8% in the best case. More-
over, we observe that e-mail-based features improve the
performance of all considered classifiers when considering
five social categories.

The rest of this paper is structured as follows. We first present
the dataset collection, before detailing the different classifi-
cation steps. We then discuss the results and related work,
before making concluding remarks.

DATASET COLLECTION
After review and approval by our ethics committee, 19 partic-
ipants installed our app for three to four weeks, starting from
October, the 28th, 2014. No incentives were provided to the
participants. In what follows, we detail the participants’ de-
mographics as well as the data collection settings.

Demographics
14 of our 19 participants are male. Their age ranges between
23 and 29 (m = 25, S D = 1.5). Most of them are students
(74%) or employees (16%). One participant is unemployed
and another is following dual studies. 74% are studying or
working in the fields of natural sciences, computer sciences,
or engineering. Other working areas are production (5%),
humanities (5%), and social and healthcare (5%). All par-
ticipants own their Android phone for at least one year and
indicated to use it around 2.89 hours daily. On a scale from 1
(beginner) to 5 (expert), the participants indicated to have an
experience level of 4.21 (S D = 0.79).

Settings
Before installing the app on their phones, we distributed an
agreement form to the participants in order to inform them
about both data collection and processing modalities. Note
that participants were able to opt out at anytime. Once the
participants agreed to conduct the study, we assisted them in
installing our Android app on their own phones. Participants
were first asked to create an account including user name and

Table 1: Summary of the collected data. Receiver type in-
cludes to, cc, bcc)

Caller/ Callee/ Receiver Duration/
Type Datesender receiver type length

Calls x x x x
SMS x x x x
MMS x x x x x
E-mails x x x x x x

Table 2: Distribution of the collected data by communication
channels and relationship categories

Calls SMS MMS E-mails
∑

ACQ 424 2,356 0 3,494 6,274
WORK 277 324 0 6,906 7,507
FAM 2,436 2,234 58 2,003 6,731
FRIENDS 49,04 15,177 42 12,446 32,569
UNI 166 2,475 2 956 3,599∑

8,207 22,566 102 25,805 56,680

password. They then entered their login data for each e-mail
provider they agreed to include in the collection process. By
default, the data summarized in Tab. 1 are automatically col-
lected in the background and periodically uploaded to a server
maintained by our university when Wi-Fi was available. The
participants could however decide to stop (and later resume)
the data collection or change the uploading settings. In or-
der to cater for transparency, the participants were able to
access statistics about the collected data, such as the num-
ber of logged contacts, SMS, or e-mails. Communication and
storage were secured to protect the participants’ personal in-
formation and respect both their privacy and the privacy of
their contacts.

Note that additional data could be collected using an imple-
mentation tailored to rooted devices. However, our goal was
to provide an app that can be used by a large user base without
any restrictions. Moreover, we originally aimed at including
Facebook messages in our collection process, as they often
represent a substantial share in the participants’ communica-
tion. To be able to do it, our participants would have needed
to create a personal developer account in Facebook—the only
solution to get around the denied permissions imposed by
Facebook to applications not building on a Facebook-branded
client [8]. While we have implemented such a solution, the
user efforts would go beyond the limits of what is acceptable.

After three to four collection weeks, the participants were in-
vited to sort the logged contacts by both eliminating irrelevant
contacts and merging duplicates, i.e., phone numbers or email
addresses belonging to the same user. They finally classified
them into only one of the proposed relationship categories:
acquaintances (ACQ), coworkers (WORK), family (FAM),
friends (FRIENDS), and school/university (UNI).

CLASSIFICATION
In this section, we first present the dataset contributed by the
participants of our study. We next detail the feature extrac-
tion, before commenting on the classifier design.



Table 3: 169 features extracted from the dataset (#: number, DUR: duration, AVG: average, STD: standard deviation, lengthly-
calls: duration greater than 2 times the average duration)

Logs Factors Variables

Calls

Intensity Total {#, DUR}, total #lengthy-calls
Regularity {AVG, STD, MIN, MAX} # calls per week {last month, last half year, whole interval}, # days called/days

logged, {AVER, MAX} DUR {all, outgoing, incoming}
Temporal tendency # and DUR weekend, weekday/total # or total DUR, {#, DUR} for each of the week/total # or DUR, {#

and DUR} {early morning, morning, afternoon, evening, early night, late night}/total # or DUR
Maintenance cost {#, DUR} calls for past {2 weeks, 3 months} / total calls

SMS, MMS, E-mails

Intensity Total {length, #} of messages
Regularity {AVG, STD, MIN, MAX} # {last month, last half year, whole period}, # days communicated/days logged,

{AVG, MAX} length {all, outgoing, incoming}
Temporal tendency # and length weekend, workday/total # or total length, {#, length} for each of the week/total #, length, {#

and length} {early morning, morning, afternoon, evening, early night, late night}/total #
Maintenance cost {#, length} for past {2 weeks, 3 months}/total {#, length}
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Figure 1: Distribution of the collected data by communica-
tion channels and relationship categories (in percent)

Dataset
Tab. 2 and Fig. 1(a) show the original distribution of the col-
lected data depending on the communication channels and the
considered relationship categories. In total, 1,895 phone con-
tacts, 8,207 calls, 25,805 e-mails, 22,566 SMS, and 102 MMS
messages were collected. As expected, the overall number of
contacts for each relationship category is different: 30% are
classified as acquaintances, 27% as friends, 23% as cowork-
ers, 14% as uni/school, and 6% as family members. As a
result, we normalize the dataset and show the resulting dis-
tribution in Fig. 1(b). In more details, the participants had at
least 181 calls and exchanged at least 56 SMS, 1 MMS, and
92 e-mails (see Tab. 4). At the exception of MMS, our par-
ticipants communicated more with their friends than the re-
maining relationship categories. In contrast, more MMS are
exchanged with family members. Since only 102 MMS have
been logged in total, this trend may however not be as repre-
sentative as compared to the other communication channels.

Table 4: Minimum, quartiles, and maximum for each com-
munication channel and per participant

Calls SMS MMS E-mails
Min 181 56 1 92
Q1 387 227 2 363
Q2 474 486 3 779
Q3 577 1,838 7 1,541
Max 747 5,635 54 3,809

Table 5: Mapping time periods and corresponding hours

Time periods Corresponding hours
Early morning 5.00 am - 8.59 am

Morning 9.00 am - 12.59 am
Afternoon 1.00 pm - 4.59 pm
Evening 5.00 pm - 8.59 pm

Early night 9.00 pm - 12.59 pm
Late night 1.00 am - 4.59 am

Moreover, most interactions are based on a unique channel
(73% of the contacts). Only 1% of the contacts communicate
using the four considered channels.

We next examine the influence of the temporal factor on the
communication patterns. To this end, we use the time periods
adopted in [15] and compiled in Tab. 5. Fig. 2 presents the
corresponding results. During the weekends, we observe that
the distribution between the relationship categories is differ-
ent in the early morning as compared to the other time pe-
riods. This difference is mainly due to the low number of
exchanges logged during this time slot. At the exception of
e-mails, all communication channels show a similar distribu-
tion between weekdays and weekends. As expected, more
e-mails are exchanged with coworkers during weekdays. As
mentioned earlier, the temporal distribution of the MMS does
not show the same diversity as the other channels due to the
low number of exchanged MMS.

Feature Extraction
After having analyzed the dataset, we next aim at selecting
relevant machine learning features. To this end, we first con-
sider the following factors initially introduced in [15]: (1)
intensity, (2) regularity, (3) temporal tendency, and (4) main-
tenance costs, as indicators for the strength of the social rela-
tionships. For example, the call duration and frequency can
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Figure 2: Temporal distribution of the participants’ communication for each channel and relationship category

provide insights about the intensity and regularity of the in-
teractions between contacts, respectively. Similarly, the times
and days at which contacts interact (i.e., the temporal ten-
dency) might leak information about the nature of their re-
lationships. Finally, we also look at efforts, such as time
elapsed between two interactions, provided by the partici-
pants to stay in contact with others as a measure of their re-
lationship strength. Inspired from [15], we hence choose the
features compiled in Tab. 3, which includes 26 features for
calls, 45 for MMS and 49 for both SMS and e-mails based on
the aforementioned dataset.

We then analyze the extracted features by firstly measuring
their respective information gain for the five considered cat-
egories. The greater the information gain, the more useful
a feature is to classify the contacts into the different rela-
tionship categories. The results presented in Tab. 8 show
that eight out of the nine top features are based on calls that
thus represent a key classification information. Secondly,
we apply the correlation-based feature subset selection ap-
proach [11] and obtain a list of 29 recommended features.
Among them, a majority are based on calls and e-mails (12



and 13, respectively). No features based on MMS are in-
cluded in the final selection.

Classifier Design
Our dataset is unbalanced, i.e., the number of contacts is dif-
ferent in each relationship category. In our case, the ratio
between cardinalities of the major class (ACQ) and the mi-
nor one (FAM) is 4.8. Since most classifiers are designed
for balanced datasets, we apply three techniques to either
under-sample or over-sample the original dataset DATA. The
generated UNDER dataset corresponds to under-sampling the
major class of DATA by randomly resampling the instances
without replacement. Note that we resample the instances
three times with different random seeds. The SMOTE dataset
is constructed by using the synthetic minority oversampling
approach introduced in [3]. For its construction, we choose
five neighboring instances to create a new sample. Finally,
SMUNDER is the combination of the two aforementioned ap-
proaches, i.e., synthetic instances are first generated, before
conducting three runs to resample them without replacement.

We further select three classification algorithms, namely
SVM, decision tree C4.5, and naı̈ve Bayes based on [15]. We
finally run a 10-fold cross validation for each pair of dataset
and classification model using WEKA [10]. Note that we
choose RBF kernel for the SVM model and perform a grid
search on C and γ to optimize their values.

Evaluation Results
We conduct our evaluation in two steps. We first compare
our results with those obtained in [15]. To this end, we hence
merge acquaintances, friends, and uni/schoolmates into the
same category called socials (SOC) as in [15]. In a second
step, we consider the five original categories labelled by the
participants, i.e., ACQ, WORK, FAM, FRIENDS, and UNI.

Three Categories: WORK, FAM, and SOC
As detailed above, we first generate three additional datasets
based on the original dataset noted DATA-3: UNDER-3,
SMOTE-3, and SMUNDER-3. Tab. 9 shows the resulting dis-
tribution of the number of contacts for each dataset. Based on
these datasets, we apply the chosen classification algorithms
and show their performance in Tab. 6. We can observe that
the SVM shows the best performance independently of the
datasets. Overall, the best results are obtained with SMOTE-
3. In this case, precision, recall, and F-measure are equal to
86.8% with a kappa of 0.80. Tab. 7 provides a detailed view of
the results including the corresponding confusion matrix. The
SVM algorithm performs slightly better in identifying family
members followed by coworkers and socials. However, the
difference between the considered relationship categories re-
mains minimal.

In Tab. 10, we compare the performance of the SVM algo-
rithm with the ZeroR algorithm. This algorithm serves as
baseline, since it always predicts that all contacts belong to
the largest category. For all datasets, the SVM algorithm per-
forms better than the ZeroR algorithm. The difference in ac-
curacy between both algorithms is the largest for SMOTE-3.

Overall, the highest accuracy (86.8%) is reached with the
combination of the SMOTE-3 dataset and the SVM algo-
rithm. In comparison, [15] achieves 87.1% accuracy in
similar settings, i.e., when only considering those contacts
participants have communicated with and leveraging only
communication-based features. Our results support the find-
ings of [15] based on a completely independent dataset.

Five Categories: ACQ, WORK, FAM, FRIENDS, and UNI
Next, we investigate the performance of the algorithms when
disassembling the SOC category into ACQ, FRIENDS, and
UNI. By doing so, we expect a lower accuracy, as we are in-
creasing the number of categories from three to five. Simul-
taneously, offering more categories would refine the contact
categorization and hence, enable the expression of additional
sharing preferences. Finding the right number of categories to
achieve sufficient accuracy remains challenging and requires
additional efforts that are considered as future work.

As in the previous evaluation, we first generate three ad-
ditional datasets based on the original dataset DATA-5:
UNDER-5, SMOTE-5, and SMUNDER-5. Tab. 12 displays
the resulting distribution for each relationship category. Ad-
ditionally, Tab. 11 presents the classification results when
(1) ignoring e-mail-based features and (2) considering them.
They show that the classifiers better perform when e-mails
are taken into consideration. Again, we observe that SVM
performs better for all tested datasets than the other chosen
algorithms. Moreover, the best results are obtained with the
SMOTE-5 dataset with C = 1.7 and γ = 1.0. In the best case,
precision, recall, and F-measure are around 58% with Kappa
equals to 0.47.

As expected, the obtained accuracy decreases when the num-
ber of categories increases. This observation is valid for both
the ZeroR and SVM algorithm as illustrated in Tab. 13. The
SVM algorithm however clearly outperforms the ZeroR algo-
rithm, which systematically classifies contacts into the most
populated category. Tab. 14 shows that most contacts are clas-
sified in the right social category with a few exceptions. For
the DATA-5 dataset, a majority of family members are cate-
gorized as friends, while the same number of uni/schoolmates
are classified as such and as friends. With UNDER-5, almost
the same number of acquaintances is recognized as coworkers
and as acquaintances, while family members are also identi-
fied as friends. Based on our results, we observe that the dif-
ferences between family members and friends are insufficient
to reliably distinguish both categories. The same observation
can also be made for uni/schoolmates and friends as well as
acquaintances and coworkers. These results may however be
influenced by the demographics of our participants’ sample
as discussed in detail in the next section.

Note that we have tested a two-level classification, in which
we (1) classify the contacts into WORK, FAM, and SOC, and
(2) classify the SOC category into ACQ, FRIENDS, and UNI.
The two-step process however does not improve the results,
which have therefore not been included in this manuscript.

In summary, we have shown that including e-mails as a
new communication channel improves the performance of the



Table 6: Classification results for the three relationship categories: WORK, FAM, and SOC. For UNDER-3 and SMUNDER-3,
we show the mean and standard deviation of the three runs

Evaluated dataset Algorithm Precision (%) Recall (%) F-measure (%) Kappa

DATA-3
Naı̈ve Bayes 70.6 61.1 62.2 0.28

Decision tree C4.5 73.8 77.3 74.1 0.40
SVM 74.9 77.9 75.2 0.42

UNDER-3
Naı̈ve Bayes 58.1 (3.5) 58.0 (1.9) 55.1 (2.6) 0.37 (0.03)

Decision tree C4.5 57.0 (1.3) 57.6 (1.1) 56.8 (1.6) 0.36 (0.02)
SVM 62.1 (4.4) 62.0 (4.3) 60.7 (4.9) 0.43 (0.07)

SMOTE-3
Naı̈ve Bayes 73.4 70.9 70.2 0.56

Decision tree C4.5 83.5 83.6 83.5 0.75
SVM 86.8 86.8 86.8 0.80

SMUNDER-3
Naı̈ve Bayes 69.7 (0.3) 68.0 (0.4) 67.2 (0.4) 0.52 (0.01)

Decision tree C4.5 79.6 (0.6) 79.7 (0.6) 79.6 (0.6) 0.69 (0.01)
SVM 81.0 (0.2) 81.0 (0.2) 80.9 (0.2) 0.71 (0.01)

Table 7: Detailed results and confusion matrix for the SVM algorithm applied to the SMOTE dataset when considering WORK,
FAM, and SOC

SMOTE-3 Predicted as
Class Precision Recall F-measure WORK FAM SOC

WORK 0.857 0.852 0.854 1104 29 163
FAM 0.917 0.939 0.928 17 1127 56
SOC 0.834 0.821 0.828 167 73 1103
Mean 0.868 0.868 0.868 Accuracy = 86.8%

Table 8: Top nine features based on the information gain
computed using the Ranker search method

Feature Information gain
Total number of calls 0.20981
Number of days called divided by days logged
calls

0.20951

Total duration of calls 0.19114
Average number of calls per week 0.17921
Maximum length of calls 0.1731
Standard deviation of the number of calls per
week

0.17253

Average length of calls 0.17251
Maximum number of calls per week 0.16947
Average length of e-mails 0.16505

classifiers. However, decomposing the social category into
friends, acquaintances, and uni/schoolmates leads to a reduc-
tion in the performance of the classifiers. This result may be
due to the choice of the categories or the communication pat-
terns of the participants. It would therefore be interesting to
further investigate if different categories or groups of partici-
pants would lead to improved results. As already mentioned,
proposing different categories would allow the users to refine
their sharing preferences and hence hopefully allow to opti-
mize the audience of their posts. Simultaneously, the more
categories, the higher the probability that the contacts may
be misidentified. Finding a balance between both aspects is
considered as future work.

DISCUSSIONS
We have seen in the previous section that existing classifiers
do not succeed in classifying all contacts in the right rela-
tionship categories. This result may be explained by differ-
ent factors. Firstly, most participants having contributed to

Table 9: Number of contacts for each relationship category
in the different datasets. Note that each contact belongs to
one category. For UNDER-3 and SMUNDER-3, we show
the total number of contacts for the three runs

Method WORK FAM SOC
DATA-3 432 120 1343
UNDER-3 327 346 350
SMOTE-3 1296 1200 1343
SMUNDER-3 2573 2514 2680

Table 10: Accuracy comparison between ZeroR and SVM
classifiers for WORK, FAM, and SOC

Method ZeroR (%) SVM (%)
DATA-3 70.9 77.9
UNDER-3 34.2 68.0
SMOTE-3 35.9 86.8
SMUNDER-3 34.5 81.3

the dataset are students. While some of them may have a
part-time job, they have fewer and less intense interactions
in a professional context with coworkers than for instance
full-time employees have. Moreover, students can more eas-
ily communicate with, e.g., their friends, during traditional
working hours than employees can do. As a result, the main
differences between the proposed relationship categories are
melting and make the classification more difficult. In the fu-
ture, we therefore plan to extend the data collection by further
diversifying the participants’ demographic backgrounds.

Moreover, the participants decided which e-mail accounts
they were willing to include in the data collection process.
As excepted, most of them excluded their professional e-mail
account(s). By doing so, contact names and communication



Table 11: Differences in the classification performance when (1) ignoring e-mail-based features and (2) including them for the
five considered relationship categories. For UNDER-5 and SMUNDER-5, we present both the mean and the standard deviation
for the three runs

Evaluated dataset Algorithm Precision (%) Recall (%) F-measure (%) Kappa

DATA-5

No emails
Naı̈ve Bayes 39.6 35.0 30.3 0.15

Decision tree C4.5 38.2 39.6 37.2 0.18
SVM 41.0 41.4 35.4 0.23

Emails
Naı̈ve Bayes 44.2 41.2 39.2 0.25

Decision tree C4.5 51.1 52.3 50.6 0.36
SVM 55.1 55.1 53.2 0.40

UNDER-5

No emails
Naı̈ve Bayes 36.4 (2.3) 34.9 (2.4) 29.9 (1.8) 0.18 (0.02)

Decision tree C4.5 34.0 (2.5) 36.0 (2.6) 39.5 (2.4) 0.19 (0.03)
SVM 34.7 (1.0) 37.7 (1.9) 32.4 (0.8) 0.20 (0.02)

Emails
Naı̈ve Bayes 40.2 (1.6) 40.8 (1.7) 38.1 (1.9) 0.26 (0.02)

Decision tree C4.5 40.0 (0.9) 40.2 (0.6) 39.5 (0.4) 0.25 (0.01)
SVM 43.4 (1.4) 44.4 (0.7) 43.2 (1.7) 0.30 (0.01)

SMOTE-5

No emails
Naı̈ve Bayes 43.1 32.3 28.5 0.16

Decision tree C4.5 41.3 38.6 36.3 0.21
SVM 48.8 43.3 40.2 0.30

Emails
Naı̈ve Bayes 47.9 45.6 44.1 0.32

Decision tree C4.5 54.6 54.8 54.5 0.43
SVM 58.4 58.1 58.2 0.47

SMUNDER-5

No emails
Naı̈ve Bayes 40.5 (2.7) 40.3 (1.4) 34.9 (1.6) 0.26 (0.02)

Decision tree C4.5 42.5 (2.0) 41.7 (1.4) 38.2 (1.7) 0.27 (0.01)
SVM 46.3 (0.9) 44.8 (1.2) 40.6 (1.3) 0.31 (0.01)

Emails
Naı̈ve Bayes 46.9 (0.7) 45.9 (1.1) 43.6 (1.4) 0.33 (0.01)

Decision tree C4.5 52.3 (0.4) 52.1 (0.4) 52.1 (0.4) 0.40 (0.01)
SVM 55.9 (1.5) 54.5 (1.2) 54.8 (1.2) 0.43 (0.02)

Table 12: Number of contacts per relationship category for
the considered datasets. For UNDER-5 and SMUNDER-5,
we show the total number of contacts for the three runs

Method ACQ WORK FAM FRIENDS UNI
DATA-5 576 432 120 509 258
UNDER-5 284 306 293 305 288
SMOTE-5 576 432 360 509 516
SMUNDER-5 629 579 593 608 606

Table 13: SVM and ZeroR accuracy comparison for five re-
lationship categories

Method ZeroR (%) SVM (%)
DATA-5 31.0 55.1
UNDER-5 20.7 43.9
SMOTE -5 24.1 58.1
SMUNDER-5 20.9 55.7

patterns with coworkers were not logged. By adding them, we
would also expect a better classification of this category, es-
pecially based on the time of the day at which e-mails would
be exchanged.

We have also observed that few MMS were exchanged be-
tween our participants and their contacts. Indeed, this com-
munication channel has been widely replaced by free alter-
natives, such as WhatsApp or Facebook messages. However,
those are more difficult to access. Concerning WhatsApp, the
scheme used to encrypt the local database was changed af-
ter an exploit has been made public [26] shortly before we
implemented our app. As a result, it was not possible to ac-
cess WhatsApp messages using an unrooted phone. As men-
tioned before, logging Facebook messages would also only

have been possible by asking the participants to create a de-
veloper account in Facebook. Because of that, we further
missed a relevant part of the participants’ communication that
may have help to better classify their contacts in the correct
relationship categories.

As already mentioned in [15], it is also difficult to judge with-
out conducting additional studies whether the obtained accu-
racy is enough for the users to accept and use the proposed
solution. Similarly, balancing the tradeoff between loss in
accuracy and increased number of categories requires also
further efforts. Finally, our dataset and analysis share the
same limitations as mentioned in [25]. We may fail in ob-
serving and interpreting the evolution of relationships. For
example, after an intense communication phase, exchanges
between contacts may become rarer. In this case, either the
social tie may be broken or it may be even stronger as the
contacts may spend more time together and thus do not need
to communicate via their mobile phones. Additionally, we
do not tailor the communication models based on the partici-
pants’ demographics.

RELATED WORK
Different approaches have already been followed to infer and
classify social links. Early works, such as [22], have pri-
marily focused on categorizing social ties based on offline
communication and behaviors. With the emergence of new
technologies, the analysis of social relationships has progres-
sively moved to the online domain. For example, communi-
cation patterns based (only) on e-mails have been observed
in [6, 14], while mobile phone communication at network
level have been considered in [17, 18].



Table 14: Detailed performance for the SVM algorithm (e-mail-based features included) and the five relationship categories. For
UNDER-5 and SMUNDER-5, we show the results of one run only

(a) DATA-5 Predicted as
Class Precision Recall F-measure ACQ WORK FAM FRIENDS UNI
ACQ 0.582 0.576 0.579 332 80 3 118 43

WORK 0.624 0.650 0.637 69 281 0 58 24
FAM 0.556 0.042 0.078 19 8 5 87 1

FRIENDS 0.502 0.680 0.578 86 47 1 346 29
UNI 0.452 0.310 0.368 64 34 0 80 80
Mean 0.551 0.551 0.532 Accuracy = 55.1%

(b) UNDER-5 Predicted as
Class Precision Recall F-measure ACQ WORK FAM FRIENDS UNI
ACQ 0.441 0.303 0.359 30 31 4 11 23

WORK 0.478 0.735 0.579 9 75 4 5 9
FAM 0.407 0.258 0.316 5 13 24 38 13

FRIENDS 0.407 0.447 0.426 10 15 23 46 9
UNI 0.432 0.432 0.432 14 23 4 13 41

Mean 0.433 0.439 0.425 Accuracy = 43.9%

(c) SMOTE-5 Predicted as
Class Precision Recall F-measure ACQ WORK FAM FRIENDS UNI
ACQ 0.550 0.523 0.536 301 80 24 85 86

WORK 0.581 0.637 0.608 65 275 7 50 35
FAM 0.750 0.683 0.715 24 15 246 63 12

FRIENDS 0.489 0.513 0.500 78 55 44 261 71
UNI 0.601 0.595 0.598 79 48 7 75 307

Mean 0.584 0.581 0.582 Accuracy = 58.1%

(d) SMUNDER-5 Predicted as
Class Precision Recall F-measure ACQ WORK FAM FRIENDS UNI
ACQ 0.511 0.431 0.468 91 30 13 49 28

WORK 0.624 0.630 0.627 27 121 5 17 22
FAM 0.724 0.688 0.706 5 5 139 48 5

FRIENDS 0.398 0.544 0.460 30 18 22 105 18
UNI 0.588 0.502 0.542 25 20 13 45 104

Mean 0.569 0.557 0.560 Accuracy = 55.7%

Instead of large scale analysis, further works have concen-
trated on user-based analysis and leveraged the users’ per-
sonal device as main collecting platform. One of the first ap-
proaches in this area is the Reality Mining project [4], which
logged calls, current cell tower IDs, application usage, phone
status, as well as nearby Bluetooth devices using participat-
ing devices. Based on the collected dataset, the authors aim at
inferring the nature of the friendship relationships (i.e., non-
friendship, asymmetric friendship, or symmetric friendship).
[16] builds on the same categories, but exclusively utilizes
data related to explicit communication between users, such as
short messages and calls. In contrast, FriendSensing [20] fo-
cuses on Bluetooth-based proximity information. The study
conducted in [5] further confirms the validity of mobile phone
data as information source to identify existing friendships.

Our work primarily draws on [15]. Compared to the afore-
mentioned studies, our approach and that of [15] do not only
focus on friendships, but consider more relationship cate-
gories, respectively. In [15], the authors concentrate on fam-
ily, coworkers, and social contacts in general (including, e.g.,
school, hobby, neighborhood). In comparison, we further

divide the social contacts into friends, acquaintances, and
uni/school mates to attempt to refine the classification. Our
work also differs from [15] when considering the logged
data. In addition to contacts, calls, and SMS, already logged
in [15], we extend the collection to e-mails and MMS.

CONCLUSIONS
Using online social networks in a privacy-concious manner is
difficult, and using mobile devices—the predominant way to
interact with online social networks—to do so further compli-
cates matters. One possible solution is to share data only in
well-defined contexts, i.e., solely with the intended audience.
Setting this audience in platforms such as Facebook is cum-
bersome, and hence many users resort to privacy-unconscious
sharing behavior. We propose to utilize communication meta-
data available on smartphones to help with the categorization
of users into social relationship categories, thus facilitating
the sharing of content with restricted audience groups. To
this end, we performed a user study collecting a dataset in-
cluding contact names, calls, SMS, MMS, and e-mail on per-
sonal smartphones in everyday use of 19 users. Based on this



sample and using machine learning, we identify that meta-
data about calls as well as e-mails constitute the key features
determining the social relationship category of a contact. We
obtain a classification accuracy of 86.8% for an automated
contact classification into three main classes: work-related,
family-related and other social-interaction-related, thus en-
abling the possibility of user assistance for privacy control.
Our results also show that obtaining a more fine-grained cat-
egorization of latter category into acquaintances, friends, and
university-mates is difficult. This is partially due to the fact
that these categories blur in our study group. Further meta-
data, e.g. collected from WhatsApp, Twitter, or Facebook
appears to be a promising avenue to increase the quality of
the categorization, however, as of today, these services do not
allow this type of data mining.
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