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Abstract

A search for the VBF H → τlepτhad process with the ATLAS detector at the HL-LHC with
an integrated luminosity of 3000 fb−1 is presented. The expected detector performance is
simulated and applied to Monte-Carlo generated samples corresponding to signal process
and associated background processes. The harsher pileup conditions expected for the HL-
LHC compared to the current LHC’s layout are simulated by overlaying pileup-jets and
inserting additional missing transverse energy as well as by degrading momentum resolu-
tions for identified objects in the detector. A cut-based analysis is performed yielding an
expected significance of Σexp

b = 8.63 ± 0.66stat. Additionally, the implications of the HL-
LHC’s harsher pileup conditions on the performance of the ATLAS jet calibration process
is investigated and strategies for improving the pileup jet correction are presented.

iii



iv



Contents

1 Introduction 1

2 Theoretical Background 2
2.1 The Standard Model of Particle Physics . . . . . . . . . . . . . . . . . . . 2
2.2 Electroweak Symmetry Breaking and the BEH-Mechanism . . . . . . . . . 4
2.3 Higgs Boson Production and Decay . . . . . . . . . . . . . . . . . . . . . . 7

3 The ATLAS Experiment 12
3.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 The ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2.1 The ATLAS Coordinate System . . . . . . . . . . . . . . . . . . . . 14
3.2.2 Inner Detector (ID) . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.3 Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.4 Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.5 Trigger System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.6 Monte Carlo Event Generation at ATLAS . . . . . . . . . . . . . . 18

3.3 The High-Luminosity LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 ATLAS at the HL-LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.4.1 Inner Tracker (ITk) . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.2 Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.3 Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.4 High Granularity Timing Detector (HGTD) . . . . . . . . . . . . . 23

4 Phenomenology of Jets 24
4.1 Hadronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2 Calorimeter Clusters and Particle Jets . . . . . . . . . . . . . . . . . . . . 25
4.3 Jet-Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5 The VBF H → τlepτhad Process at the HL-LHC 29
5.1 Signal and Background Event Signatures . . . . . . . . . . . . . . . . . . . 30

v



Contents

5.2 Simulated Samples and Detector Simulation . . . . . . . . . . . . . . . . . 31
5.2.1 Monte Carlo Samples . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.2.2 Detector Resolutions . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.2.3 Reconstruction Efficiencies and Fake Rates . . . . . . . . . . . . . . 37

5.3 Cut Based Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3.1 Object Selection and Overlap Removal . . . . . . . . . . . . . . . . 42
5.3.2 Ditau-Mass Calculation . . . . . . . . . . . . . . . . . . . . . . . . 43
5.3.3 Event Selection and Cut Optimization . . . . . . . . . . . . . . . . 45
5.3.4 Expected Significance . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6 Jet Calibration in the Forward Detector Region 58
6.1 Monte Carlo Samples and Structure of Analysis . . . . . . . . . . . . . . . 58
6.2 Jet Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3 Jet Area and Pileup Density . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.4 Methods for Pileup Calibration . . . . . . . . . . . . . . . . . . . . . . . . 65

6.4.1 Jet-Area Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.4.2 Residual Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.4.3 Gradient-Jet-Area Correction . . . . . . . . . . . . . . . . . . . . . 71

6.5 Comparison of Performance . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.5.1 Removal of Pileup Dependencies . . . . . . . . . . . . . . . . . . . . 74
6.5.2 Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.5.3 Negative Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7 Conclusion and Outlook 80
7.1 Prospects for VBF H → ττ . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2 Jet Calibration in the Forward Detector Region . . . . . . . . . . . . . . . 81

Appendix 83

A Dataset IDs 83

B Cut Optimization 84

C Correlation of ∆pT to ρA, NPV, and 〈µ〉 94

D Closure Plots 107

Bibliography 109

vi



1 Introduction

The Large Hadron Collider (LHC), envisioned as the largest particle accelerator of its
time, has already held to its promise by providing the necessary experimental setup for
the discovery of the Higgs boson by the ATLAS and the CMS collaboration in 2012 [1][2]
while providing numerous important precision measurements [3]. Motivated by these
achievements, the LHC will continue to serve as a valuable resource for particle physicists
in the future. Repeated upgrades to the accelerator promise to help accomplish this goal
[4–9]. To be able to judge how such an upgrade should be ideally implemented, com-
prehensive studies of the performance of the experiments with different updated detector
layouts are needed. The work presented in the following chapters aims to provide stud-
ies based on such a simulation to give prospects on the ability of future analyses taking
advantage of the ATLAS detector in its newly designed form after the upgrade to the
High-Luminosity LHC (HL-LHC).
The particular channel which is considered in this thesis is the decay of Higgs bosons
produced by vector boson fusion (VBF) into two τ leptons which is further constrained
by the requirement that one (τlep) decays leptonically while the other one (τhad) decays
hadronically. After the Higgs boson was discovered utilising primarily its bosonic decay
modes, this channel has the advantage of providing valuable insights into the fermionic
coupling to the Higgs sector.
This document is structured as follows: Section 2 gives a short overview on the background
underlying modern particle physics in general and the Higgs sector of the Standard Model
of particle physics in particular. The following section 3 describes the experimental setup
which consists of the LHC, the ATLAS detector, and their proposed High-Luminosity
upgrades. Section 4 aims to give an overview on jet phenomenology describing hadroniza-
tion, jet algorithms, and the calibration of jets in the ATLAS detector. The experimental
results of this thesis are presented in Sec. 5 and Sec. 6 which aim to ascertain prospects
for the sensitivity of the VBF H → ττ process and the jet pileup calibration with the
ATLAS detector at the HL-LHC, respectively. Finally, section 7 gives a summary and
conclusion of the above and an outlook based on the results.
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2 Theoretical Background

Since its initiation by the discovery of the electron by J. J. Thomson at the end of the
19th century [10], elementary particle physics has significantly grown in complexity and
accuracy. Nowadays, the Standard Model (SM) of particle physics [11] is able to describe
all discovered elementary particles in one self-consistent theory.
Sec. 2.1, gives a brief overview on the fundamental concepts and the particle content
of the Standard model. Sec. 2.2 describes how electroweak symmetry breaking and the
Brout-Englert-Higgs (BEH) mechanism allow for massive gauge bosons and fermions in
the Standard Model and how the existence of the Higgs boson emerges from this. Finally,
Sec. 2.3 serves as an overview of the production and decay properties of the Higgs boson.

2.1 The Standard Model of Particle Physics

The particle content of the Standard Model can be divided into a bosonic- and a fermionic
sector; while the former encompasses the force carrying gauge bosons and the Higgs boson,
the latter can be further subdivided into a leptonic- and a quark sector. The leptonic sec-
tor, in addition to the electron, includes the electrically neutral electron neutrino, and for
each of them respectively, two generations that have the same quantum numbers but differ
in mass. Similar to the electron being paired to a corresponding neutrino, the down-quark
is in an analogous relation to the up-quark. Like the leptons, these two quarks occur in
two additional generations identical in all quantum numbers as well. The generations are
ordered in ascending order of the masses of the charged leptons and quarks. A schematic
overview of the Standard Model’s particle content can be found in Fig. 2.1.
Quantum numbers which determine to which extent the corresponding particle is affected
by the three fundamental forces of the SM are called charges. Charges are a consequence
of the same phenomenon which is responsible for the existence of the gauge bosons as
well: continuous gauge symmetries. The Noether theorem relates continuous symmetries
to conserved quantities of a physical system [12, 13]. In its special case for continuous
fields, it can be used to derive conserved charges corresponding to local gauge symmetries.
The Standard Model of particle physics utilises this phenomenon by assuming that its un-
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2.1 The Standard Model of Particle Physics

derlying Lagrangian density respects a local SU(3)C × SU(2)L × U(1)Y gauge symmetry.
As a consequence, new fields corresponding to the generators of these groups must be
introduced. The particles associated with these fields are the gauge bosons: g, W , Z,
and γ. They mediate the three fundamental forces associated to the respective conserved
charges: Colour (strong force), weak isospin (weak force), and weak hypercharge (electro-
magnetism).
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Figure 2.1: Particles of the Standard Model: Leptons (green), quarks (magenta), gauge
bosons (orange) and the Higgs boson (grey). The numbers on the upper
right of each particle are its electromagnetic charge. The boxes on the
upper right indicate the fields to which the particle couples: colour (c),
electromagnetic (e) and weak (w) [14].

The fourth fundamental force in modern physics is gravity. Despite many attempts, it
is not possible yet to include it into the SM in a similar fashion to the other three forces.
Additionally, due to its weak strength compared to the other fundamental forces its effect
is negligible in most phenomena under study in particle colliders. At the moment, general
relativity serves as the best descriptive theory for this particular force.
In addition to the assumption of the symmetries mentioned above, there are 19 real pa-
rameters in the SM that are not dictated by theory but must be measured experimentally.
The observation of neutrino oscillation demands the addition of non-vanishing neutrino
masses and mixing parameters to this list.
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2 Theoretical Background

The unification of the electromagnetic and the weak force by the Glashow-Weinberg-
Salam (GWS) model [11] utilising the SU(2) × U(1) gauge group was one of the mile-
stones in the development of the SM. This was done by introducing four bosonic fields
~W µ = (W µ

1 , W µ
2 , W µ

3 ) and Bµ to the Lagrangian

LD = iΨ̄γµ∂µΨ − mΨ̄Ψ. (2.1)

which describes fermionic fields with the corresponding masses m in the form of doublets of
spinors Ψ. LD is invariant under global but not under local U(1)×SU(2) transformations.
This manifests in additional terms when applying such local transformations on LD. By
replacing the fourgradient ∂µ in Eq. 2.1 by the covariant derivative

Dµ = ∂µ + igW
~σ

2
~Wµ + ig′ Y

2 Bµ (2.2)

the bosonic fields Bµ and ~W µ are introduced. Y is called the weak hypercharge of the
GWS model, gW and g′ are the coupling constants of the newly introduced fields and
~σ = (σ1, σ2, σ3) contains the Pauli matrices. The transformation properties of Bµ and
~W µ under local U(1) × SU(2) transformations introduce additional terms to LD which
exactly cancel the terms introduced by the local transformations of the fermionic field Ψ.
Consequently, LD is invariant under such transformations. However, since the addition of
the corresponding mass terms of ~W µ and Bµ to the Lagrangian density would spoil the
local gauge symmetry, these must be massless states. A similar argument can be made
for the fermionic states. The discovery of the massive W and Z bosons [15][16] (and the
fermion masses) illustrated that this description of the electroweak interaction could not
be complete. This problem was solved by the Brout-Englert-Higgs (BEH) mechanism
[17] which, with the introduction of the Higgs field to the SM, allows for spontaneous
symmetry breaking of the electroweak gauge symmetry. A more detailed description of
this mechanism is given in the following Sec. 2.2.

2.2 Electroweak Symmetry Breaking and the
BEH-Mechanism

The Brout-Englert-Higgs (BEH) mechanism was independently proposed among others
by Brout and Englert [18], by Kibble, Hagen, and Guralnik [19], and by Higgs [20].
Together with electroweak symmetry breaking, it provides an explanation of the masses
of the W and Z boson while still being consistent with the unification of the weak and
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2.2 Electroweak Symmetry Breaking and the BEH-Mechanism

electromagnetic forces through a local SU(2) × U(1) gauge symmetry (i.e. the Glashow-
Weinberg-Salam (GWS) model [11]). This is achieved by introducing a bosonic field
described by a weak isospin doublet

Φ =
φ+

φ0

 = 1√
2

φ1 + iφ2

φ3 + iφ4

 . (2.3)

with complex scalar components to the Lagrange density of the Standard Model. The
corresponding additional term in the Lagrange density can be described by

LH = (∂µΦ)†(∂µΦ) − V (Φ) with V (Φ) = µ2(Φ†Φ) + λ(Φ†Φ)2 (2.4)

where λ ∈ R and µ are free parameters of the potential V (Φ). For the potential V (Φ)
to be bounded from below, the value of λ must be positive. In this case, µ parametrizes
the shape of V (Φ) in the following way: for µ2 > 0, V (Φ) has a single global minimum
at φ0 = φ+ = 0. In the case that µ2 < 0, V (Φ) has a set of infinite global minima at
(φ0)2 + (φ+)2 = −µ2

2λ
= v2

2 and a local maximum at φ0 = φ+ = 0. This case is illustrated
in Fig. 2.2.

Figure 2.2: An illustration of the Higgs potential V (Φ) for a complex scalar field Φ0 =
φ1 + iφ2 in the case that µ2 < 0 and λ > 0 [21].

Here, v is called the vacuum expectation value of the field Φ. In the local maximum,
V (0, 0) is invariant under a local SU(2) × U(1) symmetry transformation. Transitioning
from this state into one of the global minima constitutes the breaking of this symmetry.
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2 Theoretical Background

The set of global minima corresponds to an infinite set of possible vacuum states of the
field. Choosing the vacuum state to be in the real direction of φ0, i.e.

Φv = 1√
2

0
v

 (2.5)

and expanding the field around this vacuum state yields

Φ = 1√
2

 φ1(x) + iφ2(x)
v + φ3(x) + iφ4(x)

 (2.6)

with a scalar field h with non-vanishing vacuum expectation value v. This is in accor-
dance with the Nambu-Goldstone theorem which says that the breaking of a continuous
symmetry introduces a massless scalar field called Goldstone boson (here φi) for each gen-
erator of the symmetry. The theorem was first introduced by Nambu [22] in the context
of superconductivity in solid state theory and further developed and applied to quantum
field theories by Goldstone, Weinberg, and Salam [23][24].
By applying the unitary gauge (i.e. φ1 = φ2 = φ4 = 0) [25], replacing the four-gradient
∂µ in Eq. 2.4 by the covariant derivative from Eq. 2.2, and by introducing the mass
eigenstates of the experimentally discovered W ±, Z and γ bosons as

W ± = 1√
2

(W1 ∓ iW2) (2.7)γ

Z

 =
 cosθW sinθW

−sinθW cosθW

 B

W3

 , (2.8)

Eq. 2.4 can be written as

LH =1
2∂µh∂µh − 1

4λh4 − λvh3 −λv2h2 + g2
W v2

4 W −
µ W +µ + v2

8(g2
W + g′2)ZµZµ

︸ ︷︷ ︸
h, W, and Z mass terms

+g2
W v

2 W −
µ W +µh + v

4(g2
W + g′2)ZµZµh + g2

W

4 W −
µ W +µh2 + 1

8(g2
W + g′2)ZµZµh2

︸ ︷︷ ︸
couplings of h to W and Z

.

(2.9)

Here, θW is the Weinberg angle defined by tanθW = g′

gW
. Note that the W and Z bosons
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2.3 Higgs Boson Production and Decay

acquire mass terms with the corresponding masses

mW = gW v

2 and mZ = v

2
√

g2
W + g′2

(2.10)

while the photon γ remains massless and does not interact with the higgs field h. Due
to the application of the unitary gauge, the Goldstone bosons do not explicitly appear in
Eq. 2.9. The corresponding degrees of freedom were absorbed to allow for massive gauge
bosons. The newly introduced higgs field h also acquired a mass term resulting in a mass
of the corresponding Higgs boson H of mH =

√
2λv2. Fermion masses are allowed in this

model due to Yukawa coupling terms

LY = − λf√
2

(v + h)(f̄LfR + f̄RfR) (2.11)

between fermions f and the newly introduced scalar field h. fL and fR represent the left-
and right-handed components of the fermionic fields. The corresponding fermion mass is
therefore given by mf = λf v

2 where λf is the Yukawa coupling constant of the fermion f

to the Higgs field h. The scalar field h can be related to a massive scalar particle, the
Higgs boson.

2.3 Higgs Boson Production and Decay

In 2012, the ATLAS and the CMS collaboration announced the discovery of a previously
unknown boson with a mass of 126.0 ± 0.6 GeV (ATLAS [1]) and 125.3 ± 0.6 GeV (CMS
[2]) respectively. Together with later measurements of the bosons properties, in particular
the measurements of its spin to be 0 [26, 27], it was confirmed to be consistent with the
properties of the Higgs boson of the Standard Model.
The Higgs boson can couple to every massive particle in the Standard Model. In the
following, its four dominant production processes at the conditions of the LHC are de-
scribed. Since the High-Luminosity LHC (see Sec. 3.3) is expected to provide a centre of
mass energy of

√
s = 14 TeV which is only slightly higher than the current LHC’s value

of
√

s = 13 TeV, their relative rate will remain almost unchanged. A small difference in
the rates however is to be expected since the increase in

√
s lowers the suppression of

modes including heavy final state particles (i.e. t quarks and W and Z bosons). Feynman
diagrams of the four dominant modes can be seen in Fig. 2.3.
The Higgs boson’s coupling strength is directly proportional to the particle’s mass. Ac-
cordingly, processes in which the Higgs boson couples to top quarks (the heaviest particles
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2 Theoretical Background

in the SM) are highly favoured. As a consequence of this, gluon fusion (see Fig. 2.3 [top
left]) which most commonly includes this coupling has the highest cross-section. While
the involvement of a loop of top quarks in this process corresponds to the highest proba-
bility, it is also possible to have lighter quarks in the loop instead.
A separate, although significantly less probable, process is tt̄H production (see Fig. 2.3
[top right]). This process is suppressed because of the presence of the heavy particles in
its final state.

q

q

q

q

H

vector boson fusion
3.7 pb (13TeV) | 4.2 pb (14TeV)

V

H

q

q

W/Z bremsstrahlung
2.2 pb (13TeV) | 2.5 pb (14TeV)

g

g

H

gluon fusion
43.9 pb (13TeV) | 49.5 pb (14TeV)

H

g

g

t

t̄

tt̄H production
0.5 pb (13TeV) | 0.6 pb (14TeV)

V

V

V

Figure 2.3: Dominant Higgs production modes at the LHC with the corresponding
cross-sections with centre of mass energy of 13 TeV and 14 TeV. Values
from [28].

The Z and W bosons being the third and fourth heaviest particles in the SM (only
after t and H) are also involved in Higgs boson production modes with significant cross-

8



2.3 Higgs Boson Production and Decay

sections. One notable candidate in this respect is the W/Z bremsstrahlung process (see
Fig. 2.3 [bottom left]). The presence of the heavy vector boson in this production mode’s
final state disfavours it.
Higgs boson production through vector boson fusion (VBF) (see Fig. 2.3 [bottom right])
is the main focus of this thesis. This mode possesses the feature of the existence of
two quarks alongside the Higgs boson in the final state. In events where the signature
of these quarks can successfully be reconstructed in the form of jets (see Sec. 4), their
characteristic kinematic features can be used as a tool to separate processes involving this
production mode from other processes. These VBF jets tend to exhibit large values of
absolute pseudorapidity |η| (i.e. are forward) and tend to lie in opposite hemispheres of
the detector.
Due to the Higgs boson’s property to be able to couple to every massive particle in the
Standard Model, it can decay in many different ways. Since its coupling strength is
proportional to the particle’s mass, only modes in which a Higgs boson couples to heavy
particles must be considered. The branching ratios for other channels are negligible. The
Higgs boson’s dominant decay modes by branching ratio are listed in Tab. 2.1. Despite
the fact that photons and gluons are massless, decays into γγ and gg final states are
possible. In these cases the Higgs boson does not couple directly to the massless particles
but indirectly via a loop containing massive particles.

Decay channel Branching ratio [%]
bb̄ 58

WW 21
gg 8.2
ττ 6.3
cc̄ 2.9

ZZ 2.6
γγ 0.2

Table 2.1: Branching ratios for the decay of Higgs bosons into various final states. Values
are taken from Ref. [29].

The Higgs boson’s discovery in 2012 was achieved by primarily utilising bosonic decay
modes, namely decays into photons or vector bosons. This study on the other hand aims
to provide prospects for investigating decays involving fermionic couplings. This would
also be the case for H → γγ/gg however, since here the Higgs boson couples to the
photons/gluons only indirectly through a fermionic loop (interfering with a vector boson
loop), it is not possible to obtain a direct handle on fermionic couplings utilising these
modes.
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2 Theoretical Background

Judging from the branching ratio alone, the most promising fermionic mode for this
appears to be the decay into b quarks. Unfortunately this mode suffers from the difficulty
of distinguishing b jets from light jets. The large abundance at the LHC of tt̄ or single t

quark production with b quarks in the final state also constitutes a vast background for
this decay mode. In contrast, τ leptons (especially leptonically decaying ones) exhibit a
signature that allows for better background rejection and triggering abilities. Therefore
this study focuses on the Higgs bosons decay into τ leptons (more specifically: VBF
H → ττ).
The τ lepton differs from electrons and muons by its large mass and the consequentially
short lifetime. Thus, most of its decays take place already within the beam pipe and the
τ lepton must be detected in an indirect fashion from its decay products. There are two
different types of τ decays: leptonic (τlep) and hadronic (τhad). Leptonic τ decays are
decays into ντ , either e and µ, and the corresponding neutrino. Hadronic τ decays involve
a ντ and a shower of hadronic particles such as pions. The corresponding branching ratios
for the dacay of a pair of τ leptons are listed in Tab. 2.2.

Decay channel Branching ratio [%]
τlepτhad 46
τhadτhad 42
τlepτlep 12

Table 2.2: Branching ratios for the decay of two τ leptons into various final states dif-
ferentiated by whether the τ leptons decay leptonically (lep) or hadronically
(had). Values are taken from Ref. [3].

Out of the possible decays of a pair of τ leptons, the mode in which one decays leptonically
while the other decays hadronically is the one with the highest branching ratio (see Tab
2.2). It has the advantage of having only 3 instead of 4 (as for τlepτlep) neutrinos, which
can only be reconstructed indirectly from the missing transverse energy in a detector, but
still having one charged lepton in its final state (as opposed to τhadτhad). A (leading order)
Feynman diagram of the full VBF H → τlepτhad process can be seen in Fig. 2.4.
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2.3 Higgs Boson Production and Decay

q

q → jet

q

q → jet

ντ → Emiss
T

ν̄τ → Emiss
T

q

q̄
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W

W
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W

W
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Figure 2.4: Example Feynman diagram at leading order for the VBF H → τlepτhad
process which is the signal process studied in this thesis. The objects by
which the final state particles of this process might be reconstructed in the
ATLAS detector are indicated in blue.
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3 The ATLAS Experiment

The ATLAS detector is a multipurpose detector situated at the Large Hadron Collider
(LHC). The LHC is described in sec. 3.1 while an overview of the ATLAS detector itself
is presented in Sec. 3.2. Due the planned upgrade of the LHC to the High-Luminostity
LHC (HL-LHC), the ATLAS detector will have to be upgraded as well. This is described
in Sec. 3.3.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a proton-proton synchrotron which is able to provide
the highest centre of mass energy

√
s = 13 TeV of any particle accelerator ever built. One

of its main purposes was to enable the first observation of the Higgs boson. A schematic
view of the LHC’s several accelerator facilities and experiments can be found in Fig. 3.1.
The four largest detector experiments: ATLAS [30], CMS [31], ALICE [32], and LHCb
[33] are situated at the four interaction points in the LHC’s main ring. ATLAS and CMS
are general-purpose detectors probing a wide range of physics while ALICE and LHCb
study more specialised processes such as quark-gluon plasma in heavy-ion processes and
b-physics. The TOTEM, LHCf, and MoEDAL experiments are smaller detectors which
are installed at the interaction points of CMS, ATLAS, and LHCb as well. The LHC
utilises smaller accelerator rings as pre-accelerators for the particles before they reach the
main accelerator ring. The Proton Synchrotron (PS) and the Super Proton Synchrotron
(SPS) were predecessors of the current LHC and were repurposed to be part of this pre-
accelerator chain.
The substantial energy loss by synchrotron radiation encountered when accelerating elec-
trons, was one reason for the decision to design the LHC as a proton accelerator to be able
to provide a high enough centre of mass energy. Because of the inverse proportionality
[34]

Esyn = Q2E4
beam

3ε0R(mc2)4 (3.1)
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of the emitted energy by synchrotron radiation Esyn per full orbit to the accelerator’s ra-
dius R and the particles mass m, the choice of the proton instead of the electron, allowed
for the construction of the LHC inside of the already existing tunnel of its predecessor,
the Large Electron-Positron Collider (LEP). Here, c represents the vacuum speed of light,
ε0 is the vacuum permittivity, Q is the particle’s electric charge, and Ebeam is the beam
energy. As a result of this, the LHC has a circumference of 27 km.

Figure 3.1: Schematic image of the the LHC accelerator complex with the locations of
several experiments (source: [35]).

The use of hadrons (i.e. protons) instead of leptons (i.e. electrons) comes at a cost since
hadrons are not elementary particles: While it is possible to provide a reasonably consis-
tent centre of mass energy for the fundamental collision by adjusting the beam energies of
leptonic accelerators, this is not possible for hadronic accelerators since only a stochastic
proportion of the hadron’s energies is made available as centre of mass energy. This is
a consequence of the substructure of hadrons. On the other hand, this allows for the
study of phenomena at various energy ranges at constant beam energy. An additional
complication for hadronic accelerators comes from the fact that a large proportion of the
events in such experiments are produced by the strong force which is notoriously difficult
to model in simulations. In addition to the ability for proton collisions, the LHC can also
be used for heavy ion collisions.
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3 The ATLAS Experiment

3.2 The ATLAS Detector

The ATLAS detector is a multi-purpose particle detector situated at one of the four
interaction points of the LHC (see Fig. 3.1). A sketch of the detector layout can be seen
in Fig. 3.2. A detailed description can be found in Ref. [30]. It is build in the form of
several concentric layers serving specialised purposes for the detection of different kinds
of objects originating from proton or heavy ion collisions.

Figure 3.2: Schematic illustration of the ATLAS detector [36].

3.2.1 The ATLAS Coordinate System

Throughout this thesis, a right-handed orthogonal coordinate system with its origin situ-
ated at the reconstructed interaction point in the ATLAS detector is used. The positive
x-axis points in the direction of the LHC’s centre and the positive y-axis points upwards.
The z-axis points along the direction of the beam. The transverse momentum of a particle
in this coordinate system is defined as

pT =
√

p2
x + p2

y. (3.2)

Due to the cylindrical shape of the ATLAS detector, cylindrical coordinates are used as
well. For this purpose the azimuthal angle φ and the polar angle θ are defined with respect
to the z-axis.
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The rapidity of a particle with energy E and three-momentum ~p is defined as

y = 1
2ln

(
E + pz

E − pz

)
. (3.3)

Differences of rapidity are invariant under Lorenz boosts along the z-axis (i.e. along the
beam axis) of the coordinate system. In the limit where a particle’s mass m is negligible
with respect to its momentum |~p|, the rapidity can be approximated by the pseudorapidity

η = −ln
[
tan

(
θ

2

)]
. (3.4)

The angular distance between two particles p1 and p2 is defined as

∆R =
√

(η2 − η1)2 + (φ2 − φ1)2 =
√

(∆η)2 + (∆φ)2. (3.5)

3.2.2 Inner Detector (ID)

Starting from the inside, the first segment of the ATLAS detector is the inner detector
(ID), a tracking system immersed in a 2 T magnetic field whose purpose it is to bend tracks
from charged particles in such a way that it is possible to infer their momentum from the
curvature. It covers a pseudorapidity range of |η| < 2.5. The ID can be subdivided into a
barrel region (|η| < 2) and an endcap region (|η| > 1) which are named according to their
geometry. The former consists of three separate layers of pixel tracking detectors, four
layers of silicon micro-strip detectors and a transition radiation tracker. The transition
radiation tracker is able to provide tracking information over the whole pseudorapidity
range of the ID by utilising drift tubes. Additionally, it can be used to identify electrons
due to X-rays produced by interleaved radiators. The two end-cap regions are composed
of three pixel discs, nine silicon micro-strip discs and 80 straw tube planes each.
A solenoid magnet creates a 2 T magnetic field in the region of the ID. This allows for
the measurement of the transverse momentum pT of charged particles by the resulting
curvature of their tracks. The relative momentum resolution of the ID as a function of
transverse momentum pT in the barrel (0 < |η| < 1.05), transition (1.05 < |η| < 1.7), and
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end-cap (1.7 < |η| < 2.0) region for muons is given by [37]
(

σp

p

)
barrel

= 0.016 ⊕ 0.42pT[TeV] (3.6)(
σp

p

)
transit.

= 0.026 ⊕ 0.80pT[TeV] (3.7)(
σp

p

)
end-cap

= 0.033 ⊕ 0.99pT[TeV] (3.8)

3.2.3 Calorimeters

Encompassing the ID and the solenoid field, the liquid-argon calorimeter (LAr) is de-
signed to register energy depositions from particles. It consists of sampling calorimeters,
possesses full azimuthal symmetry, and can be subdivided into one barrel region and two
endcap regions. The innermost part of the LAr is an electromagnetic calorimeter which
contains a barrel part (|η| < 1.475) and an endcap part (1.375 < |η| < 3.2) with three
separate layers each, distinguished in granularity. In between the transition region of
barrel and endcap, crack scintillators are installed (1.2 < |η| < 1.6) with the purpose of
countering the effect of the missing tagging instrumentation in this regions. Addition-
ally, in a region of |η| < 1.8, a presampler consisting of active liquid-argon calorimetry
is situated which can be used to estimate the energy lost before the other calorimeters.
In the forward region, the LAr includes a hadronic calorimeter consisting of a copper
liquid-argon hadronic endcap calorimeter (1.5 < |η| < 3.2) and a copper/tungsten liquid
argon forward calorimeter (3.1 < |η| < 4.9) in the region closest to the beam pipe. The
former has four, while the latter has three layers.
The LAr is surrounded by the hadronic tile calorimeter (|η| < 1.7) built out of plastic
scintillator tiles and steal absorbers. In radial direction it is segmented into three layers.
The pseudorapidity region of 1.0 < |η| < 1.2 of the hadronic tile calorimeter exhibits a
gap of about 60 cm which is necessary for cabling and service of ID and LAr. Gap scin-
tillators are installed in this region to compensate the corresponding loss in calorimeter
resolution. Together, the hadronic part of the LAr and the hadronic tile calorimeter are
referred to as HCAL.
The energy-deposition resolution for measurements of the ATLAS calorimeter differs for
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electromagnetic (ECAL) and hadronic (HCAL) calorimeter:
(

σET

ET

)
ECAL

= 0.1√
ET[GeV]

⊕ 0.007 (3.9)

(
σET

ET

)
HCAL

= 0.5√
ET[GeV]

⊕ 0.03 (3.10)

3.2.4 Muon Spectrometer

The outermost part of the ATLAS detector is the muon spectrometer which is needed since
most muons penetrate the ID and calorimeters without significant loss in pT. It consists
of three large air-core toroidal magnets, a barrel, and an endcap. The muon scintillator
is comprised of three layers of tracking chambers and a dedicated trigger system. Like in
the ID, the muon chambers utilise the curvature of charged particles due to the applied
magnetic field to measure the corresponding transverse momentum. It is able to measure
transverse momenta in a region up to |η| < 2.7 and is designed to trigger on particles up
to |η| < 2.4. The relative momentum resolution of the muon spectrometer as a function
of transverse momentum pT in the barrel (0 < |η| < 1.05), transition (1.05 < |η| < 1.7),
and end-cap (1.7 < |η| < 2.0) region is given by [37]

(
σp

p

)
barrel

= 0.033 ⊕ 0.17pT[TeV] ⊕ 0.25
pT[TeV] (3.11)(

σp

p

)
transit.

= 0.065 ⊕ 0.34pT[TeV] (3.12)(
σp

p

)
end-cap

= 0.038 ⊕ 0.20pT[TeV] (3.13)

3.2.5 Trigger System

The ATLAS trigger system is divided into a hardware-based level one (L1) trigger and a
software-based higher level trigger (HLT). It is needed to reduce the amount of recorded
events in such a way that it is possible to store them despite their rapid succession.
For this purpose, the L1 trigger reduces the rate form the LHC’s bunch crossing rate of
approximately 30 MHz to only a few hundred events per second that are not rejected by
the HLT [38]. Those events are then stored on disk an can be used for analyses.
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3.2.6 Monte Carlo Event Generation at ATLAS

Studies in particle physics cannot only rely on real data stemming from detectors sit-
uated at particle accelerators but are also in need for simulated samples which can be
used to be compared to the data. For this purpose, Monte Carlo (MC) generators like
Herwig [39], Pythia [40], and Sherpa [41] where envisioned. These programs have
the purpose of simulating the final state of particle interactions as close as possible to
what one would observe in real experiments and to assign probabilities to such simulated
events that correspond to the approximate probability of that event to occur in a real
experiment with the given conditions. Non-trivial final states involving a large number of
particles, thresholds and resolutions of real detectors, and the difficulty of modeling QCD
interactions complicate this task significantly. Therefore this process is usually divided
into several steps an illustration of which can be seen in Fig 3.3:

Figure 3.3: Schematic illustration of the different steps performed by Monte Carlo Gen-
erators: Hard scattering process via matrix element method (red), parton
showers (blue), secondary interactions (purple), hadronization (light green),
unstable hadron decay (dark green), and QED bremsstrahlung (yellow) [42].

First, the matrix element for the fundamental hard scatter interaction is calculated. This
is exact up to the applied order in perturbation theory. The resulting particles may un-
dergo radiation of softer particles which tend to be collinear with their emitters. This
simulation step is called parton showering. Thereafter, the particles undergo a secondary
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step of decays which are again first calculated using the matrix element method and then
refined by parton showers. The hadronization binds the coloured partons into colourless
hadrons. The decays of unstable hadrons is considered thereafter and as a last step the
resulting particles may undergo bremsstrahlung in the form of QED processes. As circum-
stances require, simulations for the ATLAS detector (i.e. GEANT4 [43]), jet algorithms
(see Sec. 4.3), and other subsequent steps can be applied to the resulting output to gain
a sample which then can be compared to data from a real detector.

3.3 The High-Luminosity LHC

Many searches for rare processes done with the help of the LHC’s data suffer from the
lack of a sufficient number of events produced which leads to low significances that in
some cases are mainly of statistical and to a lesser extent of systematic nature. In these
cases a higher integrated luminosity promises to help to provide the necessary event
yields consequently lessening the statistical uncertainties. The High-Luminosity LHC
(HL-LHC) is a planned upgrade for the LHC that is scheduled to begin operation in 2026
and will increase the instantaneous luminosity of the accelerator by a factor of nearly
eight compared to the current nominal value of L ≈ 1 × 1035 cm−2 s−1 [44]. Its goal is
to provide an integrated luminosity of 3000 fb−1 by the end of its run in 2035 (see Fig.
3.4). In Run 3, which will occur before the HL-LHC’s run, the centre of mass energy will
be raised from 13 TeV to 14 TeV and will remain at this value for the HL-LHC.

Figure 3.4: Timeline for the LHC’s runs up to the planned upgrade to the High-
Luminosity LHC [44].

Unfortunately, with an increase in instantaneous luminosity, there is also an increase in
pileup effects. Pileup is a phenomenon that concerns the contemporaneous presence of

19



3 The ATLAS Experiment

detector signatures originating from several collision events taking place in close temporal
proximity. There are two kinds of pileup: In-time- and out-of-time pileup. While the
former is initiated by various collisions taking place during the same bunch crossing as the
event of interest, the latter stems from slow readout times of certain detector components
that lead to the presence of signatures from previous bunch crossings overlapping with
signatures of the current one. The average pileup value 〈µ〉 which is defined as the average
number of particle collisions per bunch crossing is expected to rise from 40 in the current
LHC layout to 200 in the HL-LHC. Coping with the effects of the increased pileup will
be one of the main challenges for studies concerning the upgraded LHC.

3.4 ATLAS at the HL-LHC

The harsher pileup conditions and subsequently increased radiation intensities of the High
Luminosity LHC demand that the ATLAS detector also is upgraded to cope with the
resulting need for better tracking and radiation hardness. For this purpose the individual
detector elements which are described in Sec. 3.2 will be upgraded individually. For many
parts, the design details of the final layout has not been fully determined. Consequently,
this must be taken into account when making predictions for the expected performance
of the detector.

3.4.1 Inner Tracker (ITk)

The inner detector (ID) will be completely replaced by the Inner Tracker (ITk) which
will be an all-silicon tracking system. The reason for this is that the instrumentation
with silicon detector elements allows for a higher tracking resolution which is needed for
a better rejection of pileup tracks. It also allows for a faster readout to deal with the
harsher pileup conditions at the HL-LHC. Additionally, this type of detector can endure
more radiation than the straw tubes which are used in the current ATLAS detector.
The ITk is divided into a strip detector and a pixel detector. The planed layout is
described in detail in the corresponding technical design reports in Ref. [4] (strip) and
Ref. [5] (pixel). All values presented in this section stem from these documents as well. It
is expected that the ITk strip detector will be exposed to a radiation level of approximately
1.2 × 1015 neq

cm2 and 50 MRad which is ten times the level the strip detector in the ID is
currently exposed to. For the innermost part of the ITk pixel detector, the radiation
level is expected to reach an even higher level of 1.2 × 1016 neq

cm2 and 1.7 GRad. The ITk
is designed to provide tracking information in a region up to |η| = 4 while the current
ID’s acceptance stops at |η| = 2.7. This allows for the utilisation of tracking for pileup
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rejection even in the very forward η region of the detector and will therefore play an
important role for event signatures like VBF which include jets or other objects in that
region.
The ITk has been designed with the goal of maintaining or outperforming the track
parameter resolutions of the current ID despite the harsher pileup conditions of the HL-
LHC. Fig. 3.5 shows simulation results of momentum and angular resolution for single
muons which suggest that this goal will be reached:

Figure 3.5: Transverse momentum pT and angular θ0 and φ0 resolutions for the ITk
strip [left] and pixel [right] detector compared to the Run 2 ID detector
[4, 5].

The ITk exhibits smaller transverse momentum pT and angular θ and φ resolutions
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than the Run 2 ID in almost all η and pT regions. Only in the region of 2.0 . |η| . 2.5,
does the ID appear to outperform the performance of the ITk pixel detector in terms
of pT, θ, and φ resolutions for low pT muons. The ITk strip detector, however exhibits
consistently better performance than the ID in this region. In particular the pT, and φ

resolutions for high pT muons are significantly lower for both the ITk pixel and the ITk
strip detectors compared to the ID. The most prominent feature of the ITk which can be
seen in this plots however, is the drastically increased acceptance up to |η| = 4 compared
to the ID’s acceptance of |η| = 2.7. The current solenoid magnet providing a magnetic
field of 2 T is planned to remain in the detector for the HL-LHC’s run. Since the magnetic
field available in the ITk will not be higher than the one used for the ID, it is expected
that in the forward region (η > 2.7), momentum measurements by track curvature by the
ITk will only be possible with large uncertainties [4, 5]. In Fig. 3.5, this can be seen by
the pT resolutions that yield values of order ≈ 1 and even higher. Hence, in this region,
the ITk will be of use primarily due to its tracking and vertexing abilities which can be
used to identify pileup objects.

3.4.2 Calorimeters

In accordance to the current layout of the ATLAS calorimeter system, the HL-LHC’s
ATLAS calorimeters consist of a scintillator tile calorimeter and a LAr calorimeter. The
proposed upgrades for the LH-LHC are described in detail in the corresponding technical
design reports [7] (tile) and [6] (LAr). The LAr calorimeter cells are expected to maintain
operational capacity in their current design form. Nevertheless, upgrades to their read
out electronics and powering system must be made to cope with the increased radiation
levels. The planned upgrade of the ATLAS triggering and data acquisition (TDAQ)
system will not be compatible with the current LAr readout electronics furthering the
need for its upgrade. The current trigger scheme uses analogue signals corresponding
to calorimeter towers build from calorimeter cells. In the upgraded triggering system,
information for each individual calorimeter cell will be available in digital form. This
requires a much higher bandwidth than the current layout but is made feasible due to
technological advancements of the new ATLAS trigger system [9].

3.4.3 Muon Spectrometer

As for the calorimeter system, the muon spectrometer’s readout and trigger electronics
will be replaced for the HL-LHC update to make it compatible with the upgraded ATLAS
trigger layout. The current powering system is not compatible with the expected radiation
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levels of the HL-LHC and will be replaced as well. Additionally, a larger number of
resistive plate chambers (RPC) will be installed to increase the acceptance and robustness
of the muon trigger. The current thin gap chambers (TGC) in the barrel end-caps which
are installed in the form of doublets will be replaced by triplets to counter the increased
probability of random coincidences due to the harsher pileup conditions. This would
otherwise lead to extremely high trigger rates. The proposed upgrades of the muon
spectrometer for the LH-LHC are described in detail in the corresponding technical design
report [8].

3.4.4 High Granularity Timing Detector (HGTD)

The High Granularity Timing Detector (HGTD) is a proposed additional detector segment
for the ATLAS detector at the HL-LHC. Its layout, properties, and expected performance
will be summarized in the corresponding technical design report which is not yet publicly
available. The corresponding technical proposal can be found in Ref. [45]. If realized,
the HGTD will be situated in the gap region between the two LAr cryostats and will
be composed of Silicium Low Gain Avalanche Diodes (LGAD) with a time resolution of
≈ 30 ps

mip . Its proposed acceptance region of 2.4 < |η| < 4.0 would make it suitable for
improving the rejection of pileup jets in the forward region due to timing information. Fig.
3.6 shows the pileup-jet rejection with respect to hard-scatter jet efficiency in the HGTD’s
acceptance region compared for a layout of the ATLAS detector with the HGTD and a
layout without the HGTD. The layout with HGTD shows consistently higher rejection
efficiencies.

Figure 3.6: Pileup-jet rejection as a function of hard-scatter jet efficiency in the 2.4 <
|η| < 4.0 region in the ATLAS detector at the HL-LHC for layouts with
and without the HGTD. The plots have been produced for jets with [left]
30 GeV < pT < 50 GeV and [right] pT > 50 GeV [45].
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Quarks and gluons are particles that leave notoriously complicated detector signatures.
They cannot simply be reconstructed from a single track in a particle detector. Due to
confinement, they produce a shower of hadronic decay products that in turn produce a
variety of different detector signals. This process is called hadronization. This is further
described in Sec. 4.1. Since the particle of interest for most analyses is the one at the
beginning of such decay chains, the need of reconstructing its properties from the variety
of signatures present in the detector arises. For this purpose, algorithms for clustering and
jet-finding were developed. Although, in strictly theoretical sense, the objects created by
these algorithms do not stand in a one-to-one correspondence with the underlying physical
particle, they represent a realistically obtainable and useful parametrization thereof. A
short overview on different examples of such algorithms is given in Sec. 4.2 and 4.3. The
outcome of such algorithms is called a jet.

4.1 Hadronization

The presence of quarks and gluons is an important property of many decay processes
under study at the LHC. Nevertheless, it is not possible to directly detect these particles
due to colour confinement. This phenomenon concerns all colour charged particles and
has the effect that these particles group together to form hadrons (i.e. hadronize) before
they decay or interact with the detector material. The only exception to this in the SM
is the top quark which, due to its large total decay width of Γt = 1.3 GeV [46] has an
average lifetime of τt = ~

Γt
= 5 × 10−25 s which is shorter than the average hadronization

timescale τhadronization = ~
ΛQCD

= 3 × 10−24 s [47].
Colour confinement is a consequence of the non-abelian nature of SU(3), which is the un-
derlying gauge symmetry of the strong force. Consequently, gluons are able to couple to
themselves. Phenomenologically, this can be understood by invoking the concept of QCD
flux tubes. When two coloured particles are separated, these string-like excitation states
of the gluon field form between them and acquire more tension the larger the separation
grows. As a result, QCD interactions become asymptotically weaker as the energy scale
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increases or the length scale decreases. This phenomenon is called asymptotic freedom.
Besides SU(3), one other non-abelian symmetry group is part of the Standard Model:
SU(2). Consequently, one might expect asymptotic freedom and subsequently confine-
ment also to occur in processes involving the weak force. This is prevented by the masses
of the corresponding gauge bosons W and Z, which do not allow the formation of QCD-
like flux tubes out of these bosons. Since no analytically exact theory of hadronization is
available, it is necessary to use phenomenological models. There are two of such models
which are utilised in most Monte Carlo event generators: The Lund String model [48]
describes hadronization by the formation of a string of uniform energy per unit length.
As the coloured particles at the end of the string separate, the string gains more energy
until it eventually breaks down forming colourless bound states of quarks (i.e. hadrons).
The string must fragment in such a way that the hadrons thus formed have the correct
masses. This kind of model is used in the Pythia Monte Carlo generator [40].
The Cluster fragmentation model [49] starts by splitting gluons into qq̄ pairs. These
quarks are collected into several clusters which are overall colourless. In each individual
cluster, hadrons are formed out of the quarks. The Cluster fragmentation model is used
in the Herwig Monte Carlo generator [39]. A schematic comparison of both models can
be seen in Fig. 4.1.

Figure 4.1: Schematic illustration of Cluster fragmentation [left] and the Lund String
model of fragmentation [right] [50].

4.2 Calorimeter Clusters and Particle Jets

Two different kinds of jets are of particular interest for this analysis: EM-scale jets and
particle-level jets. The former are also called calo jets because they are constructed from
topological clusters [51] of energy depositions in calorimeters. EM-scale refers to the cal-
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ibration of the calorimeter cells in which the non-compensation [52] of the calorimeter
response on hadrons relatively to electrons is not accounted for.
In the first step of the clustering process (see Fig. 4.2) as done by the ATLAS collabora-
tion, all cells registering an energy Ecell corresponding to at least four times the average
noise threshold σ of the calorimeter cells are searched for. These are called seed cells. As
the second step, all neighbouring cells to seed cells are added to the cluster if an energy
exceeding 2σ from the noise threshold was deposited in them. As the last step, all cells
with positive energy that are directly next to the neighbours are added. The resulting
collection of cells is called a topological cluster. A detailed description of topological
clusters can be found in Ref. [51]. By utilizing a jet algorithm (see Sec. 4.3), out of such
clusters EM-scale calo jets are formed.
Particle-level- or truth jets are reconstructed from the four-momenta of stable truth par-
ticles in Monte Carlo generated samples. As a consequence, it is expected that the energy
and momentum of these jets constitutes an approximation of the energy and momentum
of the underlying initiating particle.

Figure 4.2: Two-dimensional Illustration of the necessary clustering steps to construct
topo-cluster calo jets in the ATLAS experiment. The actual topo-clusters
are three-dimensional objects.

4.3 Jet-Algorithms

Jet-algorithms are designed to cluster Monte Carlo generated truth particles together in
such a way that the outcome corresponds in direction and energy as close as possible to the
parton that initiated these signatures. Apart from that, it is possible to use objects con-
structed from tracks or clusters of energy depositions in calorimeters (e.g. topo-clusters
as described in Sec. 4.2) from Monte Carlo generated samples or from data as input as
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well. A more detailed description and comparison of the jet algorithms presented in the
following can be found in Ref. [53].
To constitute a full jet definition, not only an algorithm has to be specified, but also a
recombination scheme should be specified. It defines how the momentum of the jet should
be calculated by the momenta of the objects of which it consists. In the case of itera-
tive algorithms, the recombination scheme is applied at each individual iteration. The
simplest recombination scheme is the four-vector sum. It is used in all studies presented
throughout this thesis as recommended by Ref. [54]. In this scheme, the sum of the
four-momenta of the combined objects is assigned to the resulting jet.
Most jet algorithms can either be classified as a cone algorithm or a sequential recombi-
nation algorithm. One of the most simple examples of the first kind is the iterative cone
algorithm with progressive removal (IC-PR): First, a seed particle i is set in some initial
direction. Often, the particle with highest transverse momentum is defined to serve as the
seed. Then, all particles {j} with an angular distance ∆Rij smaller than a dimensionless
parameter R are added to the new jet. The four-momentum is calculated with the re-
spective recombination scheme. Following, the direction of the new jet is used as the new
seed particle i. This procedure is repeated until the direction of i no longer changes. The
result is then called a jet and all contained particles are removed from the list of particles.
From the remaining particles, the one with highest transverse momentum is used as the
new seed and the procedure is repeated. The algorithm stops as soon as no particles are
left.
The kT algorithm [55] is a sequential recombination algorithm. Together with a variation
of it, the anti-kT algorithm [56], it is used in most of the studies presented in this thesis.
The individual steps are defined as follows:

1) For all particles {i} and two-particle combinations {ij} calculate the quantities

dij = min(p2λ
T i, p2λ

T j)
∆Rij

R2 and di = pT i. (4.1)

2) Find the minimum of all dij and di.

3) If it is a dij, recombine i and j into a single object and return to step 1.

4) Otherwise (i.e. it is a di), declare i as a final-state jet, remove it from the list of
particles, and return to step 1.

5) Stop when no particles remain.
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Like in the IC-PR algorithm, R is a dimensionless quantity and can be varied as a free
parameter of the algorithm. Throughout this thesis R = 0.4 is used. For the kT algorithm,
the parameter λ is defined to be 1. With the same set of steps, it is possible to define two
other widely used algorithms: The anti-kT algorithm [56], which is defined by λ = −1,
and the Cambridge-Aachen algorithm [57], which is defined by λ = 0.
Eq. 4.1 consists of two factors:

F1 = min(p2λ
T i, p2λ

T j) and (4.2)

F2 = ∆Rij

R2 . (4.3)

F1 concerns the transverse momenta of the particles while F2 concerns their geometrical
positions in the detector. Since λ is only present in F1, it can be interpreted as a parameter
giving a relative weight on the significance of momentum compared to the significance of
angular direction in the respective algorithm. Hence, the anti-kT algorithm (λ = −1) is
more sensitive to angular direction than the kT algorithm λ = 1. The former is therefore
on average not as susceptible to additional transverse momentum contributions from
pileup effects. The Cambridge-Aachen algorithm (λ = 0) does not take the transverse
momentum into account at all.
Infrared and collinear (IRC) safety is an important feature for a jet-algorithm to be useful.
It is a property that ensures, that the set of hard final-state jets found in an event does
not change due to the addition of collinear splitting or soft radiation. Collinear unsafe
algorithms are susceptible to variations due to the splitting of a hard particle. The same
problem arises for infrared unsafe algorithms when a soft gluon is added to the system
(e.g. by radiation). In fixed-order perturbative QCD calculations, soft emissions and
collinear splittings correspond to divergent tree-level matrix elements. In calculations
utilizing IRC-save algorithms, these divergencies cancel out due to diverging loop matrix
elements that contribute with opposite sign. In IRC-unsafe algorithms however, the tree-
level splittings and the loop-diagrams may lead to two different sets of jets [53]. This voids
the cancellation and leads to unphysical, infinite results. It can be shown that the IC-PR
algorithm does not fulfill the condition of IRC-safety, while all of the three sequential
recombination algorithms presented above do [53].
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Since the τ lepton is the heaviest lepton of the Standard Model, its coupling strength to the
Higgs boson is the highest of all leptonic Higgs couplings. Hence, measurements of H →
ττ decays play an important role for studying the leptonic part of the Higgs sector and can
give indications on whether the boson observed by the ATLAS and CMS collaborations
in 2012 [1, 2] can be identified as the Higgs boson of the Standard Model. The H → ττ

process has been independently observed by the ATLAS and CMS collaboration with an
observed (expected) significance of 6.4 (5.4) and 5.9 (5.9) standard deviations [58, 59]. No
significant deviation of the corresponding cross-section to the predicted Standard Model
cross-section was observed.
The expected integrated luminosity of 3000 fb−1 at the end of the HL-LHC’s run promises
to increase the sensitivity to processes as H → ττ and therefore to enable more precise
measurements concerning the exclusive properties of this decay mode. But the changed
layout of many parts of the ATLAS detector at the HL-LHC and the harsher pileup
conditions due to the increased instantaneous luminosity have to be taken into account.
The following sections present an analysis on VBF H → τlepτhad prospects at the HL-
LHC. It has the goal of providing an estimate for the sensitivity to this process that could
be reached with the ATLAS detector using a cut based optimisation. The simulations
concerning detector performance were calculated using the same tools and values as used
in the technical design reports (Ref. [5] and [4]) of the ITk.
Sec. 5.1 describes the expected detector signatures of both the signal and the individual
background processes. The following Sec. 5.2 contains a list of all Monte Carlo samples
that have been used in the analysis to model these channels and describes the process
of simulating the expected conditions at the ATLAS detector at the HL-LHC. Sec. 5.3
presents a cut based analysis in which the expected sensitivity of the ATLAS detector to
the VBF H → τlepτhad process is derived.
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5.1 Signal and Background Event Signatures

The signal process investigated in this analysis is VBF H → τlepτhad. A leading order
Feynman diagram of this process can be seen in Fig. 2.4. The final state objects of
this process are one light lepton (e or µ) stemming from the leptonically decaying τ

lepton (τlep), one hadronically decaying τ lepton (τhad), two jets from the VBF production
process, and missing transverse energy Emiss

T from three neutrinos (one from τhad and two
from τlep). In the following, the background processes which were considered in this thesis
are described. They were chosen because they exhibit a similar signature of final state
objects as the signal process. Two categories were considered: Backgrounds which contain
a real τ lepton and electron or muon in their final states and fake backgrounds in which
at least one of these objects was faked by a jet. The process of jets faking other objects
is described in Sec 5.2.3. In the following, such objects are called fake τ lepton/e/µ

candidates.
The Higgs decay into two τ leptons exhibits a very similar signature to the Z → ττ

processes. The significantly lower mass of (91.1876 ± 0, 0021) GeV [3] of the Z boson
compared to the Higgs boson’s mass of (125.09 ± 0.24) GeV [3] promises to be a good
discriminant to separate this kind of background from the signal processes. This can be
achieved by reconstructing the initial mass of the particle decaying into the pair of τ

leptons from its decay products.
There are two additional possible background processes involving Z boson decays: Z → ee

and Z → µµ. While both of them do not contain a τ lepton in their final state, it is possible
for such events to exhibit a similar signature to signal events when one of the leptons is not
reconstructed while an initial state jet is misidentified as a τ . Such erroneous τ leptons will
be called fake τ candidates in the following. Like τ leptons, electrons are reconstructed
from energy depositions in the calorimeter. Hence, for the Z → ee process in particular,
it is also possible for one of the electrons to be misidentified as a τ lepton. This was not
taken into account in the analysis presented in this thesis since the corresponding fake
rates were not available (see Sec. 5.2.3).
Fake τ leptons also are possible in other background processes. One such background is
the W+jets process where the W boson decays leptonically, leaving a similar signature
to a leptonically decaying τ , while the jet is misidentified as a fake τ candidate.
Background from diboson events can also contribute since similarly to τ leptons, vector
bosons can decay either leptonically or hadronically. The same case can be made for tt̄

and single top quark processes since top quarks decay dominantly into a b quark and a
W boson of which the latter can further decay either leptonically or hadronically. Due to
the top quark’s high branching ratio of (95.7 ± 3.4)% [3] for decays into a b quark, the
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identification of jets initiated by b quarks (i.e. b tagging) plays an important role for this
kind of background.
One kinematic property that helps with the separation of the signal process VBF H →
τlepτhad from all of the background processes are the unique jet kinematics of the VBF
production process for the Higgs boson as described in Sec. 2.3: Additionally to the
Higgs boson’s decay products, the VBF H production process involves two quarks. These
quarks hadronize and can therefore be reconstructed in the form of two jets (in the
following called VBF jets). Since the LHC is a symmetric collider (both beam energies
are approximately the same) this results in a topology in which both VBF jets propagate
in approximately the same direction as the beams. Accordingly, the VBF jets jVBF

i tend
to have large values of absolute pseudorapidity |η(jVBF

i )| and tend to point in opposite
directions in η (i.e. large separation ∆η(jVBF

1 , jVBF
2 ). As a consequence of this, selection

criteria using the kinematic parameters of the leading jets in an event can be used to filter
out background events.

5.2 Simulated Samples and Detector Simulation

All samples used in this study are truth level simulations without detector inefficiencies
and resolutions applied to them. Given that the exact layout and properties of certain
parts of the detector are still not known with complete certainty, these uncertainties will
later have to be taken into account in this study comparing different possible layouts. The
detector resolutions and efficiencies used in the following sections have bean derived by
modeling particle interactions in different layouts of the upgraded ATLAS detector with
GEANT4 [43]. This process is presented in the technical design reports of the individual
segments of the ATLAS detector at the HL-LHC [4–9].
The Monte-Carlo simulated samples used for modeling the signal VBF H → τlepτhad pro-
cess and the corresponding background processes in this study are presented in Sec. 5.2.1.
The following Sec. 5.2.2 presents the application of the simulated detector resolutions to
the truth samples and 5.2.3 introduces the concepts of reconstruction efficiencies and fake
rates. The individual steps are summarized in the form of a flow chart in Fig. 5.1.
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Figure 5.1: Flow chart representing the individual steps of the process of event and
detector simulation for the ATLAS detector at HL-LHC as described in
Sec. 5.2. The objects being passed from step to step are indicated by labels
on the arrows. A vector arrow on top of an object’s name indicates that it
is a set of objects.

5.2.1 Monte Carlo Samples

Since the HL-LHC will begin its operations in 2026 at the earliest, no real HL-LHC data
are available yet. Consequently, only samples simulated via Monte Carlo (MC) generators
are used in this analysis. A full list of the samples used for both signal- and background
estimation including information on the Monte Carlo generator used for their production
and the corresponding cross-section σ at

√
s = 13 TeV and 14 TeV can be seen in Tab. 5.1.

Since no complete set of samples corresponding to a centre of mass energy of
√

s = 14 TeV
was available at the time, 13 TeV samples were used. The difference in

√
s was accounted

for by scaling their respective cross-sections by the factor obtained from dividing the
expected cross-section at 14 TeV by the one for 13 TeV. For the background processes,
the cross-sections for both centre of mass energies correspond to the MC generator cross-
sections of the used 13 TeV samples and corresponding samples produced at 14 TeV. The
cross-sections for the signal process were taken from Ref. [60].

32



5.2 Simulated Samples and Detector Simulation

Sample Events σ(13 TeV) [pb] σ(14 TeV) [pb]
∫

Leff(14 TeV)dt [fb−1]
VBF H → τlepτhad 800000 0.01913336 0.02163983 36968.867
ggF H → τlepτhad 3.00 × 106 0.2302695 0.2590532 11580.633

di-boson 1.35 × 108 90.20987 97.42666 1385.658
W+jets 5.60 × 108 58767.3 63468.68 8.82325
Z → ττ 1.53 × 108 19011 20575 7.436209
Z → µµ 2.32 × 108 19011 20575 11.27582
Z → ee 3.12 × 108 19011 20575 15.16403

tt̄ 4.68 × 108 729.77 824.5102 567.6097
single t 3.30 × 107 140.8279 159.1105 207.403

Table 5.1: Monte Carlo (MC) generated samples used to model the signal (VBF H →
τlepτhad) and background channels. Shown are the number of events in the
samples, the cross-sections σ at

√
s = 13 TeV and 14 TeV, and the corre-

sponding effective integrated luminosity
∫

Leff(14 TeV)dt which was calcu-
lated by dividing the number of events in the sample by σ(14 TeV). The
corresponding dataset IDs are listed in Tab. A.1.

Sample Generator UEPS Model Tune PDF set
VBF H → τlepτhad Powheg v2 Pythia v8.212 AZNLO CTEQ6L1
ggF H → τlepτhad Powheg v2 Pythia v8.212 AZNLO CTEQ6L1

di-boson Powheg v2 Pythia v8.210 AZNLO CTEQ6L1
W+jets Powheg v1 Pythia v8.186 AZNLO CTEQ6L1
Z → ττ Powheg v1 Pythia v8.186 AZNLO CTEQ6L1
Z → µµ Powheg v1 Pythia v8.186 AZNLO CTEQ6L1
Z → ee Powheg v1 Pythia v8.186 AZNLO CTEQ6L1

tt̄ Powheg v2 Pythia v8.230 A14 NNPDF23LO
single t Powheg v1 Pythia v6.428 Perugia2012 CTEQ6L1

Table 5.2: MC generators, UEPS models, sets of tuned parameters, and PDF sets of all
samples used in this analysis.

The vector boson fusion (VBF) signal process and the gluon gluon fusion (ggF) back-
ground process were simulated at next-to-leading order (NLO) accuracy in QCD with
Powheg v2 [61–64] using the MiNLO approach [65]. They are the same samples as the
ones used in the ATLAS Run 2 analysis of the H → ττ process [58]. The CTEQ6L1
[66] PDF set and the AZNLO [67] set of tuned parameters was used. Photos++ v3.52
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[68] was used to model QED emissions from electroweak vertices and charged leptons.
Parton shower, hadronization and underlying event (UEPS) were modeled with Pythia
v8.212 [40]. The MC generators, UEPS models, sets of tuned parameters, and PDF sets
of all samples used in this analysis are summarized in Tab. 5.2. Additionally to the tools
referenced above, this list contains the A14 [69] and Perugia [70] set of tuned parameters
and the NNPDF23LO PDF set [71].

5.2.2 Detector Resolutions

The approach to modeling the detector resolution that is taken in this study is a dras-
tically simplified one. This process is called smearing: It is assumed that all resolutions
are of purely Gaussian nature and that at least for electrons, muons, τ leptons, and jets,
the angular resolution is negligible compared to the energy/momentum resolution. Fur-
thermore, it is assumed that the Gaussian widths of these resolutions depend only on
the energy E and pseudorapidity η of the object in question. In the case of hadronic τ

leptons, it also depends on the number of prongs, i.e. the number of charged tracks of its
decay products. Whereas the momenta of electrons and muons itself were smeared, for
τ leptons a different approach was chosen. This is a consequence of the τ lepton’s short
lifetime because of which such leptons can only be reconstructed by their decay products.
Consequently, for τ leptons, only the visible momenta were smeared, rather than he full
momenta. The visible momentum of leptonically decaying τ leptons is represented by the
momentum of the charged lepton in the τ decay while for hadronically decaying τ leptons,
the visible momentum is defined as pT(τvis) = pT(τ) − pT(ν) where pT(τ) is the τ lepton’s
momentum and pT(ν) the momentum of the τ -neutrino into which it decays.
Since it is not possible to directly detect neutrinos in the ATLAS detector, there is no
need to apply the smearing process to them directly either. Instead, the missing trans-
verse energy Emiss

T within the detector is smeared. This was done independently from the
smearing process of the other objects. One important feature in this regard is that prior
to the smearing of Emiss

T , additional missing transverse energy is added due to pileup.
For the jets, a similar approach is followed, i.e. a pileup-overlay of numerous (already
smeared) jets is added to the jets that are present in the hard-scatter interaction1. Fig.
5.2 shows the resulting resolutions for the smearing of electrons, muons, τ leptons, jets,
and Emiss

T produced with either all signal samples or all background samples combined.

1Objects and quantities before smearing will be called "truth-" in the following, while the resulting
objects/quantities after the smearing process will be called "smeared-".
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Figure 5.2: Energy resolutions for different objects in the VBF H → τlepτhad signal and
the background after the application of the smearing process as described
in Sec. 5.2.2. The represented objects are (from top left to bottom right):
Electrons, muons, hadronically decaying τ leptons, the jet jlead with highest
transverse momentum, and missing transverse energy Emiss

T .
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The width of the resolution for muons is by far the smallest. The reason for this is that
for the reconstruction of muons, information from a dedicated detector element, the muon
chambers (see Sec. 3.2.4) is used additionally to the information of the Inner Detector.
This is due to the muon’s ability to traverse most of the detectors material without great
loss of energy and allows for a particularly clean signature. Electrons, which are recon-
structed from their energy deposition in the calorimeters in combination with tracking
information from the Inner Detector exhibit a slightly worse resolution. Hadronically de-
caying τ leptons and jets are reconstructed from energy depositions in calorimeters. The
calorimeter’s momentum resolution is only smaller than the ID’s momentum resolution
for particles with large transverse momenta. Hence, the energy resolution of hadronically
decaying τ leptons and jets is on average larger than for electrons and muons.
By far the worst resolution can be seen for the missing transverse momentum Emiss

T . Not
only does it exhibit the largest width; The distribution is also drastically asymmetric.
This is due to the fact that in the smearing process of Emiss

T , additional Emiss
T from pileup

is added. Its value is therefore on average larger after smearing than it was before. Due
to the harsh pileup conditions at the HL-LHC, this can lead to situations in which the
smeared Emiss

T is dominated by the contribution from the additional pileup Emiss
T . In

this case, the angular direction φ(Emiss
T ) of the missing transverse momentum’s vector

in the transverse plane may be drastically different to its value before smearing. The
corresponding resolution of φ(Emiss

T ) can be seen in Fig. 5.3.
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Figure 5.3: Resolution of the angular direction φ(Emiss
T ) of the missing transverse mo-

mentum’s vector in the transverse plane in the VBF H → τlepτhad signal and
the background after the application of the smearing process as described
in Sec. 5.2.2.
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As expected, it shows a wide spread. This is an important issue when calculating the
reconstructed di-τ mass with the Missing Mass Calculator (MMC) algorithm. A detailed
description of this is presented in Sec. 5.3.2.

5.2.3 Reconstruction Efficiencies and Fake Rates

Efficiencies are probabilities of objects to be identified as candidates in the analysis.
Similarly, fake rates describe the probabilities of jets being misidentified as a different
object. In this study, four different kinds of such efficiencies and rates were considered:

• The efficiencies of electrons, muons, or τ leptons to be reconstructed and identified

• b tagging efficiencies, i.e. the probability of a jet being identified as a b-jet

• HS jet tagging efficiencies, i.e. the probability of a jet being identified as a hard
scatter (HS) jet (i.e. not a pileup (PU) jet)

• Fake rates, i.e. the probability of a jet being identified as either e or τ lepton

These efficiencies and fake rates depend on η and pT, in the case of jets on whether
it is a true pileup jet or not, and in the case of τ leptons on their number of prongs.
Each efficiency is compared to a randomly generated number from a uniform distribution
between 0 and 1 and depending on it being higher or lower the corresponding action is
applied: The particle is discarded, or in the case of fake rates, an e or τ with the four
momentum calculated by the initial jets four momentum is added. The four different
kinds of efficiencies are discussed in the following:

Reconstruction efficiencies: Fig. 5.4 shows the reconstruction efficiencies for elec-
trons, muons, 1 prong τ leptons, and 3 prong τ leptons. It is apparent that muons
possess on average the highest reconstruction efficiency in all η and pT regions. Electrons
exhibit a slightly worse reconstruction efficiency. One prominent feature is the occurrence
of drastically lower efficiencies especially in the pseudorapidity region around |η| ≈ 1.5.
This corresponds to the transition region between barrel and endcap LAr calorimeters of
1.37 . |η| . 1.52 which contains significantly less instrumentation. In the object defini-
tion of electrons described in Sec. 5.3.1, electrons in this region are therefore excluded.
Similarly, hadronically decaying τ leptons (also reconstructed from the calorimeter sig-
natures) in this region are excluded as well. The reconstruction efficiencies for τ leptons
are drastically lower than the ones for electrons and muons. This is the case because
most τ leptons already decay inside of the beam pipe and can therefore not be detected
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directly but can only be reconstructed from their decay products. The discrete change of
the τ lepton reconstruction efficiency at certain values of pseudorapidity is an artificial
effect due to the implementation in the tool used for the simulation which only consideres
integer values of pseudorapidity η. This was fixed in a later version of the tool which then
allowed for arbitrary values of η but due to time constraints this was not implemented in
the results presented in this thesis. The reconstruction efficiencies of jets are implemented
in the form of HS jet tagging- and b tagging efficiencies and are described further below.
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Figure 5.4: Reconstruction efficiencies for several different objects. Represented are
(from top left to bottom right): The efficiencies of an electron, a muon, a
1 prong τ lepton, and a 3 prong τ lepton to be reconstructed calculated by
the number of e/µ/τ 1 prong/τ 3 prong not being discarded in the corresponding
analysis step by the number of e/µ/τ 1 prong/τ 3 prong entering this step. All
signal and background samples combined have been used in the creation.
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b tagging efficiencies: Fig. 5.5 shows the b tagging fractions for hard scatter- (HS)
jets in the VBF H → ττ signal sample and the top background samples (i.e. tt̄ and single
t) and for pileup (PU) jets from all signal and background samples combined.
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Figure 5.5: b tagging fractions for hard scatter- (HS) jets in the VBF H → ττ sig-
nal sample [left], the combined top background samples (i.e. tt̄ and single
t) [middle] and for pileup (PU) jets from all signal and background sam-
ples combined [right]. They were calculated by the number of jets being
identified as b jet divided by the number of jets entering the correspond-
ing analysis step. For the [top] row of figures a detector layout without
the HGTD was used while for the [bottom] row the same layout but with
HGTD was used.

While the b tagging was simulated in the form of b tagging efficiencies (i.e. the proba-
bility for a b jet to be labeled as a b jet), the b tagging fractions yield information about
the probability for any jet to be labeled as a b jet. The former differs only weakly for
the different signal and background samples, while the latter can give information on the
differences between the channels. The simulated b tagging was done choosing an expected
performance of the MV1 b tagging algorithm [72] with a working point of 85% b-tagging
efficiency. The b tagging fractions for |η| > 2.5 are very similar for both HS and PU jets
and both signal and top background. In the region pT > 20 GeV and |η| < 2.5 however,
the b tagging fractions of HS jets in the top background exhibit much higher values than
the other distributions shown in Fig. 5.5.
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The same kind of plots are shown but for a detector layout which includes the High Gran-
ularity Timing Detector (HGTD) (see Sec. 3.4.4). By comparing these results to the
ones without the HGTD, it becomes apparent, that especially in the problematic region
of η > 2.5 a clear improvement can be seen due to the HGTD. With the HGTD, a clear
difference in the b tagging fraction for the top backgrounds compared to the signal can
also be seen in this region. Hence, with the HGTD installed, the η region for a b-veto cut
can be increased to include jets with even higher η eventually yielding better separation
of the signal channel to the top background channels.
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Figure 5.6: HS jet tagging efficiencies for hard scatter- (HS) jets in the VBF H →
ττ signal sample [left], the combined top background samples (i.e. tt̄ and
single t) [middle] and for pileup (PU) jets from all signal and background
samples combined [right]. They were calculated by the number of jets being
identified as HS jet (i.e. not PU jet) divided by the number of jets entering
the corresponding analysis step. For the [top] row of figures a detector
layout without the HGTD was used while for the [bottom] row the same
layout but with HGTD was used. The efficiencies for PU jets with pT >
100 GeV are always one in the simulated samples. The colour palette in
the corresponding plots was chosen to end at a value of 0.03 to make the
efficiencies in the range pT < 100 GeV visible despite of that.

HS jet tagging efficiencies: Fig. 5.6 shows the HS jet tagging efficiencies (i.e. effi-
ciencies for a non-b-tagged jet to be labeled as a hard scatter jet) for hard scatter- (HS)
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5.2 Simulated Samples and Detector Simulation

jets in the VBF H → ττ signal sample and the top background samples (i.e. tt̄ and single
t) and for pileup (PU) jets from all signal and background samples combined. Since the
implementation of these kind of efficiencies in the tool used for the simulation has been
derived for jets that are not b jet candidates, the values shown in Fig. 5.6 represent only
such jets that have not been labeled as b jets in the process described above.
The unique signature of the jet kinematics in the VBF H → ττ signal channel (see Sec.
5.1) yields a good rejection of pileup jets especially in the forward region (i.e. high |η|)
desirable. A HS jet tagging working point of 98% has been chosen as suggested in the
technical design reports of the ITk [4, 5].
Similarly to the b tagging efficiency presented above, the HS jet tagging efficiency breaks
down in the forward η region if a detector layout without the HGTD is chosen. Compar-
ing the corresponding plots with and without the HGTD in Fig. 5.6 shows that including
the HGTD into the detector layout can compensate this effect drastically.

Fake rates: Fig. 5.6 shows the fake rates (i.e. efficiencies for a jet to be misidentified
as a different object) for hard scatter- (HS) and pileup (PU) jets.
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Figure 5.7: Fake rate efficiencies for hard scatter [top] and pileup [bottom] jets for faking
electrons [left], 1 prong [middle], or 3 prong [right] τ leptons calculated by
the number of jets that did fake the corresponding object divided by the
total number of jets entering this analysis step.
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5 The VBF H → τlepτhad Process at the HL-LHC

It is apparent, that the fake rates do not differ greatly between HS and PU jets. Imple-
mented in this simulation are only the fake rates for jets faking electrons or (1 prong or 3
prong) τ leptons. The possibility of electrons faking τ leptons is not taken into account
because no such fake rates were available at the time. This implies that the impact of the
Z → ee background channel will be underestimated in this analysis.

5.3 Cut Based Analysis

The following sections present a cut based analysis in which the expected sensitivity of
the ATLAS detector at the HL-LHC to the VBF H → τlepτhad process is derived. It
was performed on the signal and background samples listed in Tab. 5.1 on which the
smearing process and the different efficiencies as described in Sec. 5.2 for a layout of the
HL-LHC without HGTD was performed. The criteria for object selection and overlap
removal for a selection of VBF H → τlepτhad events are listed in Sec 5.3.1. Subsequently,
the calculation of the mass of the reconstructed di-τ system utilising the Missing Mass
Calculator (MMC) algorithm is described in Sec. 5.3.2. The optimization process of
the cuts for event selection is described in Sec. 5.3.3. Finally, the resulting expected
sensitivity of the ATLAS detector to the VBF H → τlepτhad process is described in Sec.
5.3.4.

5.3.1 Object Selection and Overlap Removal

Each object considered in this study has to pass certain criteria which are motivated by
the selection criteria used in the ATLAS Run 2 analysis of the H → ττ process [58]. If
at least one is not fulfilled, the object gets discarded. The object selection criteria are:

Electrons:

• loose isolation working point

• pT > 15 GeV

• |η| < 2.47 and /∈ [1.37, 1.52]

Muons:

• loose isolation working point

• pT > 10 GeV

• |η| < 2.5
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5.3 Cut Based Analysis

τ leptons:

• Hadronic decay with 1 or 3 prongs

• pT > 20 GeV

• |η| < 2.5 and /∈ [1.37, 1.52]

• absolute electric charge |Q| = 1

• No electron candidate with pT > 5 GeV within ∆R = 0.4 cone

Jets:
• pT > 20 GeV

• |η| < 4.5

The isolation criteria stated above require that no additional high pT tracks are found in
a cone around the lepton’s track and that no significant amount of energy is deposited
in a cone around the calorimeter cluster corresponding to the lepton. The sizes of these
cones depend on the transverse momentum of the lepton. The individual isolation work-
ing points are defined in Ref. [73] for electrons and Ref. [74] for muons.
The pseudorapidity criterion of η /∈ [1.37, 1.52] for electrons and τ leptons is motivated
by the transition region between the barrel and endcap LAr calorimeters of the ATLAS
detector. Due to its lack of instrumentation, this region does not allow for a good recon-
struction and identification efficiency of particles from calorimeter clusters (see 5.2.3).
Due to the possibility of jets faking electrons or τ leptons introduced in Sec. 5.2.3, it
is necessary to discard jets that are likely to be responsible for such a fake e or τ . To
accomplish this, an overlap removal was performed in which jets j with a separation of
∆R(j, τ) < 0.2 or ∆R(j, e) < 0.4 to a τ or e candidate that passes all object selection
criteria are discarded

5.3.2 Ditau-Mass Calculation

The calculation of the mass of the di-τ system, is done by utilising the Missing Mass
Calculator (MMC) algorithm [75]. The operational principle of this algorithm is to re-
quire that the mutual orientations of the decay products are consistent with the mass and
kinematics of a decay of a tau lepton. A likelihood function is minimized in the kinemat-
ically allowed phase space region. The resulting mass mMMC can be used as an indicator
for the separation of the signal channel from background since the average outcome for
signal events should be close to the Higgs boson’s mass and for Z → ττ background close
to the Z boson’s mass. This can be seen in the mMMC distributions shown in Fig. 5.8.
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5 The VBF H → τlepτhad Process at the HL-LHC

As expected, the distributions peak at the respective mother particle’s rest masses. By
comparing the plots produced with and without prior application of the smearing process
as described in Sec. 5.2.2, one can clearly see that the added resolutions drastically lessen
the separation power that can be achieved by this discriminator.
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Figure 5.8: Di-τ mass mMMC after preselection calculated by the Missing Mass Calcu-
lator (MMC) algorithm for the VBF H → τlepτhad signal channel and the
combined background channels as described in Sec. 5.3.2. The plots were
produced with different options regarding the smearing process as described
in Sec. 5.2.2 (from top left to bottom): No smearing, smearing of all objects
except Emiss

T (i.e. no addition of pileup Emiss
T as well), and smearing of all

objects. Preselection cuts as described in Sec. 5.3.3 but no additional signal
region cuts have been applied.

Further comparing the fully smeared version of the mMMC distribution with the one
where all objects but the missing transverse energy Emiss

T are smeared, it is apparent that
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5.3 Cut Based Analysis

the Emiss
T resolution plays the main role here. This is likely an effect of the addition of

pileup Emiss
T in the smearing process. As a result, not only the amplitude of Emiss

T but also
its direction (i.e. its azimuthal angle φ) can change drastically leading to distorted values
of mMMC (see Sec. 5.2.2). Consequently the more severe pileup conditions in the HL-LHC
constitute one of the most prominent challenges for future analyses. The reason for this
is that the MMC algorithm assumes the orientations of the momenta of the objects used
as input are consistent with the decay kinematics of a τ lepton. It then minimizes a
likelihood function defined in the kinetically allowed phase space region. Since Emiss

T is
used as a proxy for the neutrino four-momenta, a badly reconstructed direction may lead
the MMC algorithm to produce inaccurate results or to fail to calculate a possible mass
at all.

5.3.3 Event Selection and Cut Optimization

The goal of this analysis is to make a prediction on the expected significance of signal
with respect to background at a integrated luminosity of 3000fb−1. This is done by utiliz-
ing a cut based analysis. There are two sets of cuts applied on event level implemented:
Preselection cuts and VBF signal region cuts. They are described below.

Preselection: The first set of cuts, the preselection, aims to select events loosely based
on the expected final state objects for the H → τlepτhad decay: one hadronically decaying τ

lepton, one lepton from the leptonically decaying τ lepton, and three neutrinos. A leading
order Feynman diagram of the signal process can be seen in Fig. 2.4. The preselection
cuts are defined by:

• Exactly one e or µ (from now on called light lepton l) candidate

• Exactly one τhad candidate

• |η(τhad)| < 2.4

• Opposite electric charge of l and τhad

• Event fired single lepton trigger (SLT)

• pT(µ) > 21 GeV

• pT(e) > 25 GeV

• b-jet veto: No b-jet candidate with pT > 20 GeV and |η| < 2.5

• At least two jets that are not b-jet candidates
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5 The VBF H → τlepτhad Process at the HL-LHC

The single lepton trigger (SLT) is a combination of simulations of the single electron
trigger (SET) and the single muon trigger (SMT) which are described in detail in the
technical design report [9] of the proposed ATLAS trigger system for the HL-LHC. The
SLT triggers if either the SET or the SMT triggers but not both.
The restriction of the b-jet veto on a region of pT > 20 GeV and |η| < 2.5 is motivated by
the worse b tagging efficiency outside of this region as discussed in Sec. 5.2.3.

VBF signal region cuts: The second set of event level cuts, VBF signal region cuts,
is intended to serve as a mechanism to separate signal from background by exploiting the
special signature of the VBF production process and its unique jet kinematics (see Sec.
5.1). The values of the VBF signal region cuts are the result of a cut optimisation aiming
to maximize the significance. It was performed on the signal and background samples
listed in Tab. 5.1 on which the smearing process as described in Sec. 5.2 for a layout
of the HL-LHC ATLAS detector without HGTD was performed. For this purpose, six
different cut values ci were varied in three individual phases of cut optimization. The cut
values are defined as

• pT(jlead) > c1

• pT(jsublead) > c2

• Reconstructed di-τ mass c3 < mMMC < c4

• Combined jet mass m(jlead, jlead) > c5

• ∆η(jlead, jsublead) > c6

Here, jlead (jsublead) refers to the jet with the (second) largest value of transverse mo-
mentum in the event. The combined jet mass m(jlead, jsublead) is defined by the mass of
the four-vector sum of these two jets. The reconstructed di-τ mass was calculated with
the Missing Mass Calculator algorithm which is described in Sec. 5.3.2.
The reconstructed Higgs boson pT(H), defined as the transverse momentum of the four-
vector sum of the hadronically decaying τ lepton, the light lepton (i.e. electron or muon)
and the missing transverse momentum Emiss

T in the event, has also been studied as a po-
tential cut parameter. This was motivated by the corresponding Run 2 H → ττ analysis
[58] in which this variable was used. Here, different signal regions are defined which are
either enriched in events in which a Higgs boson was produced via vector boson fusion or
via gluon fusion. Since gluon fusion Higgs production is more likely to result in boosted
Higgs bosons, the Higgs boson’s transverse momentum pT(H) is an important indicator
when such approach is taken.
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Figure 5.9: Distributions after preselection of the parameters xi used for signal re-
gion cuts. The shoulders at 100 GeV in the distributions of pT(jlead)
and pT(jsublead) are an artifact of the simulated HS jet tagging efficiencies
which is further described in Sec. 5.2.3. The large number of events with
mMMC = 0 correspond to events in which the MMC algorithm did not yield
a valid result (i.e. no kniematically possible configuration of the τ lepton’s
decay products could be found). This is described further in Sec. 5.3.2.
Here, a logarithmic presentation was chosen to increase the visibility.
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In the studies presented in this thesis however, a simplified approach was taken in which
only Higgs boson production via vector boson fusion is considered as signal. No gain in
significance was observed by applying cuts on pT(H). Hence, it is not considered in the
following. Fig. 5.9 shows the distributions of the physical parameters xi corresponding
to the cut values ci at preselection level.

Significance: In the following, two different types of significance with respect to signal-
to-background rejection are used: The unbinned significance Σu and the binned signif-
icance Σb. They are calculated using the distribution of the reconstructed di-τ mass
mMMC for signal and background events after the respective set of cuts has been applied.
An example of such mMMC distributions can be seen in Fig. 5.9 (in this case only the
preselection cuts have been applied). The underlying definition for both the binned and
unbinned significances, is the Asimov-significance [76]

Σ =
√

2
(

(s + b)ln
(

1 + s

b

)
− s

)
. (5.1)

The corresponding uncertainty given by Gaussian error propagation is

σΣ =

√√√√ 1
Σ

[(
σsln

(
1 + s

b

))2
+
(

σb

(
ln
(

1 + s

b

)
− s

b

))2
]
. (5.2)

Here, s is the number of signal events and b is the number of background events . To
calculate the unbinned significance Σu, all bins in the mMMC distributions for signal and
background are summed and the results are used as s and b in Eq. 5.1. To calculate
the binned significance Σb, first the Asimov significance is calculated for each bin of the
mMMC distribution individually. A binning of ∆mMMC = 6 GeV was chosen. Here, s and
b are the bin contents in the signal and background distributions respectively. Then, the
significances for each bin are summed in quadrature to yield Σb. The cut optimization
presented below aims to maximize Σb and was performed in three phases:

Phase 1: All preselection cuts were applied. Then, the signal region cuts were tested
individually: For each, the corresponding cut value ci was varied and the significance for
the different values of ci was calculated. The results of this phase of cut optimization can
be seen in Fig. 5.10. Also shown are the efficiencies of signal and background events in the
respective mMMC distributions, i.e. the number of events passing the cut corresponding to
the cut value ci divided by the total number of events before that cut. The cut parameters
ci which yielded the highest significance are listed in Tab. 5.3.
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Figure 5.10: Results of phase 1 of cut optimization. Shown are the binned and unbinned
Asimov significances Σb and Σu (see Eq. 5.1). The global maxima of these
curves are indicated by a vertical line. Also shown are the corresponding
efficiencies εsig and εbkg of signal and background versus the cut value ci.
The corresponding signal distributions after preselection with respect to
one of the signal region cut variables xi versus the reconstructed di-τ mass
mMMC are shown in Fig. B.1 and Fig. B.2. 49



5 The VBF H → τlepτhad Process at the HL-LHC

Phase 2: The results of this phase can be seen in Fig. 5.11. It was performed similarly
to what has been done in phase 1 with only one exception: While in phase 1 all cuts
have been investigated independently, in this phase the cuts were applied subsequently:
During the optimization of cut parameter ci not only were the preselection cuts applied
but also all signal region cuts cj with j < i. Here, the value of cj were chosen according
to the result of the phase 2 cut optimization of cj that was done before the optimization
of ci. Most of the time the cut value which yields the maximum binned significance Σb

was chosen. One exception to this rule are the values for c3 and c4 which concern cuts
on mMMC. Since the significance is calculated on mMMC distributions, cutting on mMMC

cannot lead to higher binned significances than not cutting on mMMC. Therefore, the
choice was made to only exclude events were the MMC algorithm did not yield a valid
solution (i.e. mMMC = 0) and to not apply any further cuts on mMMC. The chosen cut
values are referred to as cnom

i .
For the cut on the combined jet mass m(jlead, jsublead) the cut value cnom

5 = 600 GeV
was chosen which differs from the value c5(Σmax

b ) = 920 GeV yielding maximum binned
significance Σb. This was done because otherwise to many events would be lost due to
this cut which would lead to a large statistical uncertainty on Σb. The value of cnom

5 = 600
GeV was chosen because, judging by the curve in Fig. 5.11, this corresponds to only a
small decrease in Σb compared to c5(Σmax

b ) = 920 GeV while still reducing the statistical
error drastically. All choices for the cut parameters together with the values which yield
maximum Σu and Σb are listed in Tab. 5.3.
It should be noted that the cut optimization for the parameter x2 = pT(jsublead) yields
c2 = 0 in this phase, i.e. no separation power can be gained from x2 = pT(jsublead) after
the cut x1 = pT(jlead) was applied with the chosen value c1 as stated in Tab. 5.3. This is in
contrast to the result from phase 1 which showed that this cut does have some separation
power if applied independently. One reason for this could be that the distribution of
x2 = pT(jsublead) peaks at low values, even below the cut-value of 20 GeV dictated by
object selection (see Sec. 5.3.1). The more important reason however, might be the high
correlation between x1 = pT(jlead) and x2 = pT(jsublead) which can be seen in Fig. 5.12.
Consequently, varying the cut parameters c1 and c2 at the same time should give insight
on this. This is done in phase 3.
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Figure 5.11: Results of phase 2 of cut optimization. Shown are the binned and unbinned
Asimov significances Σb and Σu (see Eq. 5.1). The global maxima of these
curves are indicated by a vertical line. Also shown are the corresponding
efficiencies εsig and εbkg of signal and background versus the cut value ci.
The corresponding signal distributions after preselection with respect to
one of the signal region cut variables xi versus the reconstructed di-τ mass
mMMC are shown in Fig. B.3 and Fig. B.4. 51
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Figure 5.12: Correlations of the variables xi corresponding to the signal region cut pa-
rameters ci in signal and background to each other. Entries in the top
left half were calculated using the signal sample and entries in the bottom
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ing correlation plots can be seen in Fig. B.5-B.8. The correlations for cut
parameters xi which concern the reconstructed di-τ mass mMMC are not
shown. This is because the calculation of the significances Σu and Σb was
done on mMMC histograms.

Phase 3: Firstly, those parameters xi were identified which show high correlations to
each other. Fig. 5.12 shows the correlations of the six cut parameters to each other. The
two pairs of parameters xi which show the highest correlation are

(x1, x2) = (pT(jlead), pT(jsublead)) and (5.3)
(x5, x6) = (m(jlead, jsublead), |∆η(jlead, jsublead)|). (5.4)

For both of these pairs the following process was done: The binned and unbinned signifi-
cances Σb and Σu were calculated in the same way as in phase 1 of the cut optimization.
In contrast to what has been done in phase 1 however, all preselection cuts and all signal
region cuts were applied simultaneously. For this purpose, the signal region cut values
ci resulting from phase 2 were chosen. They can be found in Tab. 5.3 and are referred
to as the nominal values cnom

i . This was done for each of the two pairs (xi, xj) stated
in Eq. 5.3 and 5.4. The values of the cut parameters (ci, cj) corresponding to the pair
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5.3 Cut Based Analysis

(xi, xj) were varied simultaneously. The resulting significances Σu and Σb can be seen
in Fig. 5.13. The purpose of this phase of cut optimization was to make sure that no
drastically better set of cut values was missed due to correlations between the six cut
variables xi or due to the order of applying the corresponding cuts. Would this have been
the case, it would have been noticeable in the form of a higher local maximum separate
from the one in approximately the middle in the histograms shown in Fig. 5.13. Since
no such additional maximum is apparent, the nominal cut values cnom

i that have been de-
rived in phase 2 were chosen for the final calculation of significance presented in Sec. 5.3.4.
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Figure 5.13: Results of phase 3 of cut optimization. Shown are the unbinned signifi-
cance Σu [left] and the binned significance Σb [right] with respect to the
two pairs of cut parameters given in Eq. 5.3 and 5.4.
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5 The VBF H → τlepτhad Process at the HL-LHC

Results: Tab. 5.3 summarises the results of the cut optimization process described
above. The final set of cut values used for the calculation of the expected significance in
Sec. 5.3.4 is shown in the last column of this table.

phase 1 phase 2
cut ci(Σmax

u ) ci(Σmax
b ) ci(Σmax

u ) ci(Σmax
b ) choice: cnom

i

pT(jlead) > c1 60 GeV 64 GeV 60 GeV 64 GeV 64 GeV
pT(jsublead) > c2 44 GeV 40 GeV 24 GeV - -

c3 < mMMC 108 GeV - 108 GeV - -*
mMMC < c4 216 GeV - 192 GeV - -

m(jlead, jlead) > c5 760 GeV 1.04 TeV 800 GeV 920 GeV 600 GeV
∆η(jlead, jsublead) > c6 3.6 3.8 3.4 3.2 3.2

Table 5.3: Optimized cut values ci resulting from phase 1 and phase 2 of cut opti-
mization. Shown are those values ci(Σmax

u ) and ci(Σmax
b ) which yielded the

maximum unbinned significance Σu and binned significance Σb. The corre-
sponding curves can be seen in Fig. 5.10 and Fig. 5.11. The nominal cut
values cnom

i constitute the set of cuts that were applied to derive the final sig-
nificance in Sec. 5.3.4. The * indicates that instead of applying an explicit
cut on mMMC, all events for which the MMC algorithm did not yield a valid
solution (see Sec. 5.3.2) were excluded.

Tab. 5.4 summarises the event yields of the individual channels before and after the
application of both preselection cuts and the final VBF signal region cuts. The corre-
sponding cut flow and cut efficiencies are shown in Fig. 5.14. Note that no events of the
Z → µµ background are present after applying the VBF signal region cuts. The reason for
this might be the low number of events in the corresponding Monte-Carlo generated truth
sample as shown in Tab. 5.1. The corresponding effective Luminosity for that sample
is with 11.3 fb−1 much lower than the luminosity of 3000 fb−1 to which the sample was
scaled to correspond to the HL-LHC conditions. The final significance calculated utilising
the optimized set of cuts is presented in Sec. 5.3.4.
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5.3 Cut Based Analysis

sample initial Preselection VBF signal region
VBF H → τlepτhad 64920 8304 (12.79 %) 2322 (3.58 %)

ggF H → ττ 775246 44497 (5.74 %) 1521 (0.20 %)
di-boson 2.92 × 108 315546 (0.11 %) 7948 (2.72 × 10−3 %)
W+jets 1.90 × 1011 78159 (4.10 × 10−05 %) 834 (4.38 × 10−7 %)
Z → ττ 6.17 × 109 9.58 × 106 (0.16 %) 101676 (1.65 × 10−3 %)
Z → µµ 6.17 × 109 451 (7.31 × 10−6 %) 0 (0 %)
Z → ee 6.17 × 109 2429 (3.94 × 10−5 %) 79 (1.28 × 10−6 %)

tt̄ 1.35 × 109 914823 (.07 %) 35835 (2.66 × 10−3 %)
single t 4.77 × 108 131846 (0.03 %) 3397 (7.12 × 10−4 %)

Table 5.4: Event yields for signal (VBF H → τlepτhad) and background channels after
preselection and VBF signal region at HL-LHC conditions with an integrated
luminosity of 3000 fb−1. For the yields after each individual cut see Fig. 5.14.
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Figure 5.14: Event yields [left] and cut efficiencies [right] for signal (VBF H → τlepτhad)
and background channels after each individual cut of preselection (black)
and VBF signal region (red) at HL-LHC conditions with an integrated
luminosity of 3000 fb−1. The represented values can be found in the ap-
pendix in Tab. B.1. For the yields after the full set of preselection and
signal region cuts see also Tab. 5.4.
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5 The VBF H → τlepτhad Process at the HL-LHC

5.3.4 Expected Significance
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Figure 5.15: Distribution of reconstructed di-τ mass mMMC which was used to calculate
the final expected significance. An integrated luminosity of 3000 fb−1 was
assumed. All preselection and signal region cuts as defined in Sec. 5.3.3
have been applied.

The final expected significance was calculated as the binned Asimov significance as it
is defined in Eq. 5.1. For this purpose the full list of preselection and signal region
cuts described in Sec. 5.3.3 has been used. The signal region cuts are the result of
the cut optimization described in Sec. 5.3.3 above. Fig. 5.15 shows the distribution of
reconstructed di-τ mass mMMC which was used to calculate the significance. This resulted
in a value of

Σexp
b = 8.63 ± 0.66stat. (5.5)
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5.3 Cut Based Analysis

With the same set of cuts, the significance was calculated for a detector layout including
the HGTD (see Sec. 3.4.4) for comparison. This resulted in

Σexp,HGTD
b = 9.40 ± 0.71stat. (5.6)

The higher value of Σexp,HGTD
b compared to Σexp

b was expected due to the better perfor-
mance in HS jet tagging efficiency in the forward detector region gained by including the
HGTD which was shown in Sec. 5.2.3. Hence, including the HGTD lowers the number
of pileup jets passing the HS jet tagging and therefore reduces the yields for background
events passing the signal region cuts due to pileup jets faking the characteristic kinematic
structure of VBF jets.
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6 Jet Calibration in the Forward
Detector Region

Since the VBF H → ττ signal channel possesses the very characteristic signature of
forward jets (see Sec. 5.1), a reliable jet calibration is of paramount importance. For
this reason, the following sections aim to provide insights to the challenges of the jet
calibration in the ATLAS collaboration as it is done now and to give suggestions on how
these challenges could be addressed. The main focus here is the pileup calibration since
the harsher pileup conditions will be one of the main challenges for the HL-LHC.
Sec. 6.1 lists the Monte Carlo generated samples and explains the general structure of
the analysis. In Sec. 6.2 the jet calibration procedure used by the ATLAS collaboration
is presented. The following Sec. 6.3 introduces the jet area A and the pileup density
ρ which are used in the jet pileup calibration scheme. In Sec. 6.4 the different jet
pileup calibration methods considered in this study are explained and their individual
performance is investigated. It starts with the Jet-Area correction and the Residual
correction which are both currently used in the ATLAS jet calibration. It then introduces
the Gradient Jet-Area correction which is a variation of the two former methods and is
not currently used. Sec. 6.5.2 then compares the performance of the different methods
with respect to closure of truth pT to reconstructed pT after the subsequent absolute Jet
Energy Scale (JES) calibration has been applied additionally to the pileup calibration.
Sec. 6.5.3 describes an issue concerning jets that have negative energy after the pileup
calibration which is present in all of the pileup calibration methods stated above, albeit
with differing levels of severity.

6.1 Monte Carlo Samples and Structure of Analysis

The Monte Carlo samples used in this part of the analysis have been produced with
the Pythia [40] Monte Carlo generator and correspond to di-jet events at a centre of
mass energy of

√
s = 14 TeV. The samples contain information about truth jets jtrue and

calo-cluster jets jcalo as defined in Sec. 4.2. The general structure of the analysis can
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6.1 Monte Carlo Samples and Structure of Analysis

be seen in Fig. 6.1. The individual pileup calibration steps, which are described in the
sections below, are performed only on the jcalo jets. In the following, the calibrated jets
will be called jcorr while the uncalibrated jets will be called jcalo. Out of the jtrue jets, only

~jtrue ~jcalo

pT cut (7 GeV) pileup correction

event-level cuts (QPR)

matching

Jet Selection

his-
tograms

discard jet pairs

discard events

discard truth jets ~jtrue ~jcorr

~jtrue ~jcorr

pairs(jtrue, jcorr)

pairs(jtrue, jcorr)

Figure 6.1: Flow chart representing the main steps of the jet calibration prospects study.

those with transverse momentum pT > 7 GeV are selected. Following, an event selection
concerning the quality-pT-ratio (QPR)

QPR = pT(jlead
corr ) + pT(jsublead

corr )
2pT(jlead

true) (6.1)

is applied. Only events with 0 < QPR < 1.4 are kept. Subsequently, each jtrue is matched
to the jcorr which is closest in ∆R. Out of the thus created pairs (jtrue, jcorr) only those
are kept which fulfill the following conditions:

• ∆R(jtrue, jcorr) < 0.3

• jtrue-isolation: No other jtrue with pT > 7 GeV within ∆R > 1.0
• jcorr-isolation: No other jcorr with pT > 7 GeV within ∆R > 0.3
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6 Jet Calibration in the Forward Detector Region

6.2 Jet Calibration

The energy of jets reconstructed from calorimeter clusters (see Sec. 4.2) does not corre-
spond on average to the energy of the particle initiating the jet. Reasons for this include
the non-compensating nature of the hadronic calorimeters [52] and pileup effects as de-
scribed in Sec. 3.3.
The goal of the jet calibration process is to find a functional dependence with which it is
possible to translate the momenta of calorimeter jets to the momenta of truth particle jets
(see Sec. 4.2). The subsequent jet calibration steps as they are performed in the ATLAS
collaboration can be seen in Fig. 6.2 and are described in more detail in Ref. [77].

Figure 6.2: Calibration steps for topo-cluster calo jets in the ATLAS experiment [77].

The first step in the calibration process is called origin correction. Here the direction
of the jet’s four momentum is changed in such a way that it points to the hard-scatter
vertex. The energy of the jet is not affected by this process.
The next step is pileup correction which can be subdivided into Jet-Area correction and
Residual correction. During the Jet-Area correction, the uncalibrated momentum pcalo

T

of the jet is corrected by a term depending on the (active) jet area A (Eq. 6.6) and the
pileup density ρ (Eq. 6.7):

pcorr1
T = preco

T − ρA (6.2)

Both variables will be described in detail in Sec. 6.3. The resulting momentum pcorr1
T is

then further calibrated during the Residual correction:

pcorr2
T = pcorr1

T − αNPV − β〈µ〉 (6.3)
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6.2 Jet Calibration

where α and β are fit parameters derived form Monte-Carlo-simulated samples. The two
variables used in this step are the number of primary vertices NPV and the average num-
ber of interactions per bunch crossing 〈µ〉 which are used as an indicator of how many
additional collisions are likely to be present in a given event. Since the pileup calibration
was the main focus of this part of the analysis presented in this thesis, its structure and
performance is described in more detail in Sec. 6.4.
After pileup correction, the next step is the absolute jet energy scale (JES) calibration.
For this purpose calo jets are associated to truth jets by their proximity in ∆R. From these
jet pairs the energy response R(E, η) defined as the mean of a Gaussian fit to Ereco/Etruth

is derived. This is done in several bins of |η| and jet energy. The inverse of the response is
the Jet-calibration-factor F (E, η). The calibration factor that was derived in this manner
can be used to calibrate the energy of calo jets to the energy of a corresponding truth
particle jet.
The following Global-Sequential calibration uses variables from the calorimeters, the
trackers and the dedicated muon chambers of the ATLAS detector to quantify and ac-
count for variations in the calorimeter response due to varying particle composition in
the jets. Quark-initiated jets are more likely to contain hadrons with a higher fraction of
transverse momentum with respect to the whole jet momentum whereas gluon-initiated
jets tend to contain more soft particles and therefore to have a wider profile in the trans-
verse direction [77]. Due to the non-compensating nature of the calorimeters [52], this
effect has to be accounted for. Jets with a larger hadronic fraction compared to their
electromagnetic content are more affected by this phenomenon. Gluon-initiated jets are
on average wider. This is used to distinguish them from quark-initiated jets, taking into
account the different response of the non-compensating calorimeters.
The last step in the jet calibration process of the ATLAS collaboration is the In-Situ
calibration. It accounts for the difference in the jet response between data and Monte
Carlo simulations and is therefore only performed on data. The differences are quantified
by balancing the transverse momentum of a jet against the transverse momentum of a
reference object that can be measured with high accuracy. Examples of such reference
objects are Z bosons, photons, or multi-jet systems [77].
Due to the vastly different conditions in the ATLAS detector after the planned upgrade to
the HL-LHC, it is expected, that significant changes to this calibration mechanism must
be made to ensure a calibration with as least bias as possible. Two factors that must
be considered here are the new ATLAS layout, especially of the inner detector, and the
harsher pileup conditions.
In the studies presented in this thesis, the calibration process was applied up to the abso-
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6 Jet Calibration in the Forward Detector Region

lute jet energy scale (JES) calibration. The last two steps of the calibration process (i.e.
Global-Sequential- and In-Situ calibration) were not investigated.

6.3 Jet Area and Pileup Density

Jets in all-purpose detectors like the ATLAS detector are affected by pileup effects in two
fundamentally different ways: On the one hand, additional tracks or calorimeter deposits
from pileup events can lead to the formation of jets that would not have been formed from
the signature of the primary event alone. These pileup-dominated jets will be called pileup
jets in the following. On the other hand, the momenta of jets formed by the signatures
stemming from the primary event can be altered because of pileup contamination. The
first phenomenon can be countered by pileup-jet tagging, which classifies jets as pileup-
or non-pileup jets by exploiting vertexing information from the inner detector. For the
latter phenomenon, a specific correction (i.e. pileup correction) is introduced in the jet
calibration scheme. Therefore, it is necessary to find physical variables that can be used
to quantify the amount of pileup on both event-by-event and jet-by-jet bases.
The first step of the ATLAS jet calibration pileup-removal scheme as described in 6.2
utilises two such variables: the jet area A, which is defined for each individual jet and
the pileup density ρ, which is defined on event-by-event basis. ρ is an indicator for the
amount of diffuse uniformly distributed pileup noise, while A is used as an indicator for
each jet’s susceptibility to contamination from such noise. Both variables are calculated
during the jet-finding algorithm which is described further in Sec. 4.3.
One might think of a jet’s area as the area in angular space coordinates of a detector, in
which all the jets substructure is contained. This naïve definition gives a first intuitive
understanding on why A can be used as a quantitative indicator for the susceptibility of a
jet’s momentum to pileup-effects: Under the assumption that the additional calorimeter
energy depositions from pileup events are distributed approximately in a uniform manner,
it is obvious that jets with larger area would include more of the additional energy.
Although the active area (defined further below) has been used in the studies presented
here, it is sensible to start with a definition of the simpler passive area. Both are described
in detail in Ref. [78].
Everything described below can also directly be translated into a setting where calorimeter
clusters instead of truth particles are used. Assume that during jet-finding, a set of
particles {pi} are clustered into a set of jets {Ji} by an arbitrary infrared-safe jet algorithm.
Due to the infrared-safety in the jet-reconstruction algorithm, adding one particle g with
infinitesimally small momentum beforehand does not change the outcome except for two
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6.3 Jet Area and Pileup Density

possibilities: Firstly, one of the jets could contain g but its momentum and direction
would be unchanged. Secondly, an additional jet only containing g might be added to the
set of jets. Such a particle g is called ghost particle. The passive area of a jet J is then
defined as

Apassive(J) =
∫

dydφf(g(y, φ), J) (6.4)

where f(g, J) is 1 if J contains g and is 0 otherwise. Integration over the whole rapidity
y and azimuthal angle φ space is implied. For each numerical integration step in y and φ

only a single ghost particle g is present. It is situated at the detector position (y, φ).
The active jet area is the one used in all of the following studies presented in this thesis.
In contrast to the passive area, in the active area’s calculation process there are more
than one ghost particles present at once. For this purpose, a set {gi} of ghost particles
with random positions in y and φ is added. Since in this definition of area, the ghosts
can cluster not only with one of the jets but also with each other, they take a more active
role during jet-finding. For a given set {gi} of ghost particles the active jet area for the
jet J is defined as

A(J |{gi}) = Ng(J)
νg

. (6.5)

Here, Ng is the number of ghost particles contained in the jet J while νg is the ghost
density, i.e. the average number of ghost particles per unit area in y-φ space. An illustra-
tion of the active areas of several hard scatter jets calculated in this way can be seen in
Fig. 6.3. Since the result depends on the individual positions of the ghost particles in the
detector, the process has to be repeated several times with different randomly generated
sets {gi}. From this, a set-independent value can be calculated by the average

A(J) = 〈A(J |{gi})〉g (6.6)

over all obtained values of A(J |{gi}). For this definition to be stable and sensible, suf-
ficiently large ghost densities vg and number of repetitions of calculating A(J |{gi}) for
different sets {gi} have to be implemented. Since this is a computationally expensive
process, a trade-off between number of repetitions and calculation time has to be made.
The pileup density ρ which serves as an indicator for the amount of pileup present in an
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6 Jet Calibration in the Forward Detector Region

Figure 6.3: Truth particles from a sample parton-level event together with a set of
random ghost particles {gi} clustered with the kT algorithm [left] and the
anti-kT algorithm [right] [53]. The shaded areas correspond to ghost parti-
cles gi that are clustered into a jet. They therefore constitute an illustration
of the active jet area A(J |{gi}) of the corresponding jet J . Jets that only
contain ghost particles are not shaded. The more circular shape of the
anti-kT jet’s areas compared to kT jet’s areas is due to the anti-kT algo-
rithm’s higher priority on angular position as opposed to momentum as
described in Sec. 4.3.

individual event is defined as [79]

ρ = median
[

pT(j)
A(j)

]
j

. (6.7)

Here {j} is a set of soft jets. For this purpose, jet-finding is performed with the kT

algorithm . The kT algorithm is used because of its higher susceptibility to pileup effects
compared to the anti-kT algorithm as explained in Sec. 4.3. As a consequence of this,
a large sample of jets with low momenta is part of the set of jets created. This sample
is enriched in jets that do not correspond to any hard scatter interaction. Hence, it
is dominated by pileup effects and can therefore serve as an indicator thereof. This
constitutes the set of soft jets {j} used in Eq. 6.7.
The reasoning to use ρ and A as indicators for pileup in the jet calibration process is the
assumption that for pure pileup jets J the condition

ρ ≈ pT(J)
A(J) (6.8)

holds on average. This has been studied and verified by Ref. [79] for simulated events
with 22 pileup interactions. Whether or not this assumption holds also for the HL-LHC
remains to be seen.
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6.4 Methods for Pileup Calibration

The following sections describe the different methods for jet pileup calibration, which have
been studied in the scope of this thesis. The pileup calibration is only one of many steps of
the complete jet calibration procedure in the ATLAS collaboration. The full calibration
chain was described in Sec. 6.2. The purpose of the pileup calibration is to ensure that
the calibrated jet’s properties (i.e. momenta) are not affected by the individual pileup
condition of the corresponding event. Consequently, a low correlation of the calibrated
jet’s momenta to variables which quantify the amount of pileup is desirable.

6.4.1 Jet-Area Correction

The Jet-Area correction is the first step of two in the jet pileup calibration as it is currently
performed in the ATLAS jet calibration. It is performed on jets jreco that have not been
pileup corrected before. In this study, EM-scale jets jcalo reconstructed from calorimeter
topo-clusters (see Sec. 4.2) were used. EM-scale referes to the reconstruction process of
the topo-clusters in which the non-compensating nature of the calorimeter has not been
taken into account. The jet momentum after Jet-Area correction is given by

pcorr1
T = preco

T − ρA. (6.9)

It utilizes two variables serving as indicators for the amount of pileup: The jet area A and
the pileup density ρ (see Sec. 6.3). ρ serves as an indicator for the amount of pileup in
an individual event, while A serves as an indicator for how susceptible an individual jet
is affected by the pileup in the event. Consequently, the product ρA(jreco) can be used as
an indicator of the effect of pileup on the jet jreco .
Fig. 6.4 shows the correlation of the difference ∆pT of truth jet and calo jet pT with
respect to ρA before and after Jet-Area correction. Only jet pairs (jreco, jtrue) with
4.0 < |η(jtrue)| < 4.1 were used. It is apparent that by applying the Jet-Area correction,
the linear correlation factor between ∆pT and ρA can be lowered drastically from 0.39 to
0.13 and the slope of the corresponding profile can be lowered from 1.41 to 0.43. The same
kind of studies were performed using only jet pairs (jtrue, jreco) in the central, medium, or
forward η region. They can be found in Fig. C.1, Fig. C.2, and Fig. C.3. The resulting
correlation factors and slopes of the fits to the profiles are summarized in Sec. 6.5.1.

65



6 Jet Calibration in the Forward Detector Region
E

M
-s

ca
le

0

2

4

6

8

10

12

14

3
10×

6 8 10 12 14 16 18 20

 A [GeV]ρ

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e
c
o

 =
 p

T
 p

∆

]∞: [0, η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 1.41777e+06

CorrFct: 0.3947, StdDevY: 9.958

 InternalATLAS

6 8 10 12 14 16 18 20

 A [GeV]ρ

15−

10−

5−

0

5

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e
c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 1.40977x + ­23.6978

]∞: [0, η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

Je
t-

A
re

a

0

2

4

6

8

10

12

14

3
10×

6 8 10 12 14 16 18 20

 A [GeV]ρ

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e
c
o

 =
 p

T
 p

∆

]∞: [0, η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 1.41777e+06

CorrFct: 0.1297, StdDevY: 9.231

 InternalATLAS

6 8 10 12 14 16 18 20

 A [GeV]ρ

22−

21−

20−

19−

18−

17−

16−

15−

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e
c
o

 =
 p

T
 p

∆
p
ro

fi
le

(

Fit: 0.433506x + ­23.7413

]∞: [0, η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

Figure 6.4: [Left]: Correlation of the difference ∆pT of truth jet and reconstructed jet
pT with respect to ρA at EM-scale (i.e. no pileup calibration) and after Jet-
Area correction. The linear correlation factors (CorrFct) can be seen on the
top of the plots. Only jet pairs (jtrue, jreco) with 20 < GeV pT(jtrue) < 50
GeV have been considered. [Right]: Profiles of the corresponding plots on
the left. A linear fit has been applied. The resulting slope and offset can
be seen on top of the plots.
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6.4.2 Residual Correction

The Residual correction is the following step in the jet pileup correction, as it is currently
performed in the ATLAS jet calibration. It is performed on jets that have already been
calibrated by the Jet-Area correction. In the following, they are referred to as jcorr1. The
jet momentum after Residual correction is given by

pcorr2
T = pcorr1

T − αNPV − β〈µ〉 (6.10)

where α and β are fit parameters derived form Monte Carlo samples. In this study,
values of α and β were determined using HL-LHC conditions. In this step the number of
reconstructed primary vertices in the detector NP V and the average pileup value 〈µ〉 are
used as indicators for the amount of pileup. Both are defined on an event-by-event basis:
NPV, similar to the pileup density ρ, gives a handle on the amount of in-time pileup. The
number of reconstructed primary vertices in the detector is directly related to the number
of additional proton-proton collisions in an event (i.e. in-time pileup). It is defined as the
number of all reconstructed vertices that have at least two associated tracks.
The average pileup value 〈µ〉 is defined as the number of proton-proton collisions per
event averaged over many events (typically corresponding to one luminosity block [80]).
Hence, 〈µ〉 is an indicator for both in-time pileup and for out-of time pileup. The reason
for this is that by taking the average over several events, 〈µ〉 is susceptible to the amount
of collisions in events earlier than the current one. A higher number of collisions in earlier
events corresponds to a larger amount of detector signatures of such events that are still
detectable in the current event (i.e. out-of-time pileup). This is the case because the
read-out time of the calorimeters is higher than the time between two bunch crossings.
While in-time pileup has an increasing effect on the energy measured by the calorimeters,
out-of time pileup on average decreases the energy. The reason for this is the shape of the
current pulse of the LAr calorimeters (see the schematic graph of the shaped and sampled
signal in Fig. 6.5 ). Its amplitude becomes negative after an elapsed time of ≈ 150 ns.
This time is larger than the average bunch-crossing time of 25 ns of the LHC. Therefore,
if a pulse from an earlier event overlaps with one from the current event this can lead
to a decrease in the amplitude of the pulse. Since the Jet-Area correction is already
able to eliminate the effect of a large part of the in-time pileup, the Residual correction
mainly corrects for out-of-time pileup. Hence, on average it increases the energy of the
reconstructed jets.
Fig. 6.6 and 6.7 show the correlation of the difference ∆pT of truth jet and calo jet pT with
respect to NPV and 〈µ〉 before and after Residual correction. Only jet pairs (jtrue, jreco)
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6 Jet Calibration in the Forward Detector Region

Figure 6.5: Shapes of the LAr calorimeter current pulse in the detector and of the signal
output [81].

with 20 < GeV pT(jtrue) < 50 GeV have been considered. It is apparent that by applying
the Residual correction the linear correlation factor between ∆pT and NPV can be lowered
from 0.08 to 0.01 and the slope of the corresponding profile can be lowered from 0.11 to
0.01. The absolute value of the correlation factor between ∆pT and 〈µ〉 increases from
0.0006 to 0.002 and the absolute value of the slope of the corresponding profile increases
from 0.001 to 0.004. This unwanted behaviour suggests that the Residual correction as it
is implemented currently is not suitable for the HL-LHC’s conditions. Consequently, the
values of α and β have to be redetermined. The value of the correlation factor and the
slope before Residual correction is negative because of the negative impact of out-of-time
pileup on the jet’s energy as described above. The same kind of studies were performed
using only jet pairs (jtrue, jreco) in the central, medium, or forward η region. They can
be found in Fig. C.5, Fig. C.6, and Fig. C.7 for NPV and in Fig. C.9, Fig. C.10, and
Fig. C.11 for 〈µ〉. The resulting correlation factors and slopes of the fits to the profiles
are summarized in Sec. 6.5.1.
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Figure 6.6: [Left]: Correlation of the difference ∆pT of truth jet and reconstructed jet
pT with respect to NPV after Jet-Area correction and after subsequently
applying the Residual correction. The linear correlation factors (CorrFct)
can be seen on the top of the plots. Only jet pairs (jtrue, jreco) with 20 <
GeV pT(jtrue) < 50 GeV have been considered. [Right]: Profiles of the
corresponding plots on the left. A linear fit has been applied. The resulting
slope and offset can be seen on top of the plots.
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Figure 6.7: [Left]: Correlation of the difference ∆pT of truth jet and reconstructed
jet pT with respect to 〈µ〉 after Jet-Area correction and after subsequently
applying the Residual correction. The linear correlation factors (CorrFct)
can be seen on the top of the plots. Only jet pairs (jtrue, jreco) with 20 <
GeV pT(jtrue) < 50 GeV have been considered. [Right]: Profiles of the
corresponding plots on the left. A linear fit has been applied. The resulting
slope and offset can be seen on top of the plots.
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6.4.3 Gradient-Jet-Area Correction

The Gradient-Jet-Area correction is an altered version of the Jet-Area Correction. While
the latter is defined by

pcorr1
T = preco

T − ρA, (6.11)

the former includes an additional factor a(pT, η) yielding

pcorr
T = preco

T − a(pT, η)ρA. (6.12)

The use of this factor is motivated by the observation that the Jet-Area correction allows
a reduction of the slope of the profile of ∆pT with respect to ρA in all regions by a value
close to one (as can be seen in Fig. 6.4 and Tab. 6.1). Since this slope is greater than
one in most regions, the introduction of a factor a(pT, η) which is also on average greater
than one should yield better results. For this purpose, a(pT, η) is simply defined as the
value of the respective slope before pileup calibration. Since this slope is given by

a(pT, η) = ∆pT

ρA
= preco

T − ptrue
T

ρA
, (6.13)

inserting it in Eq. 6.12 yields

pcorr
T = preco

T − preco
T − ptrue

T
ρA

ρA = ptrue
T . (6.14)

Hence, on average, the Gradient-Jet-Area corrected jet pT should correspond to the true
jet pT. Since only the slope and not the offset of the dependence of ∆pT to ρA was taken
into account, the actual calibrated pcorr

T can still on average be different from ptrue
T by a

constant offset. However, as described in Sec. 6.2, the purpose of the pileup calibration is
not to get a one-to-one correspondence of the reconstructed- and truth jet’s pT but only to
remove the correlation of preco

T to the individual pileup conditions of the respective event.
A scaling of the already pileup-calibrated preco

T to be as close as possible to the true value
is done at a later stage in the absolute JES calibration step. Hence, a constant offset is
not a concern here. One can see such a constant offset also when looking at the respective
profile fits for the other pileup calibration methods (i.e. Jet-Area and Residual). A more
detailed discussion on the effect of this offset can be found in Sec. 6.5.3. The values for
a(pT, η) were calculated in bins of pT and η. The result can be seen in Fig. 6.8.

71



6 Jet Calibration in the Forward Detector Region

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

|η|

0

50

100

150

200

250

300

350

400

450

500
 [

G
e

V
]

T
p

0

1

2

3

4

5

]∞>: [0, µ], <∞: [0, PVN

)
T,calo

 p∆rhoTimesArea (derived from 

 InternalATLAS

Figure 6.8: Values for the factor a(pT, η) used for Gradient-Jet-Area correction as de-
fined in Eq. 6.12. They were calculated binned in pT and η. The large
variation of the values in regions of high pT and η is due to statistical fluc-
tuations caused by the small number of jets in this region.

Fig. 6.9 shows the correlation of the difference ∆pT of truth jet and calo jet pT with
respect to ρA before and after Gradient-Jet-Area correction. Only jet pairs (jtrue, jreco)
with 20 < GeV pT(jtrue) < 50 GeV have been considered in these plots. It is apparent that
by applying the Gradient-Jet-Area correction the linear correlation factor between ∆pT

and ρA can be lowered drastically from 0.38 to 0.01 and the slope of the corresponding
profile can be lowered from 1.45 to 0.05. This constitutes a significant improvement
compared to the Jet-Area method (not using a(η, pT)) which resulted in a correlation
factor of 0.13 and a slope of 0.43 (see Sec. 6.4.1).
The same kind of studies were performed using only jet pairs (jtrue, jreco) in the central,
medium, or forward η region. They can be found in Fig. C.1, Fig. C.2, and Fig. C.3.
The resulting correlation factors and slopes of the fits to the profiles are summarized in
Sec. 6.5.1.
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Figure 6.9: [Left]: Correlation of the difference ∆pT of truth jet and reconstructed jet
pT with respect to ρA at EM-scale (i.e. no pileup calibration) and after
Gradient-Jet-Area correction. The linear correlation factors (CorrFct) can
be seen on the top of the plots. Only jet pairs (jtrue, jreco) with 20 <
GeV pT(jtrue) < 50 GeV have been considered. [Right]: Profiles of the
corresponding plots on the left. A linear fit has been applied. The resulting
slope and offset can be seen on top of the plots.

6.5 Comparison of Performance

In the following sections the the performance of the three methods of jet pileup correction
introduced in Sec. 6.4 are compared. First, their ability to remove the dependency on
pileup effects is summarized. Then, they are compared with respect to closure of preco to
ptrue after the absolute JES calibration. Lastly, an issue with negative energy after pileup
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6 Jet Calibration in the Forward Detector Region

correction is presented affecting all of these methods to different extents. Approaches to
mitigate this problem are presented as well.

6.5.1 Removal of Pileup Dependencies

As described in Sec. 6.4, the removal of the correlation between jet momentum and the
individual pileup conditions of the event is the main goal of the pileup correction step of
the jet calibration. Therefore, comparing the correlation factors and profile slopes before
and after pileup correction for the different methods yields insight on their individual
performance. Tab. 6.1 summarizes these values with respect to ρA, NPV, and 〈µ〉 for the
different methods and divided by η region.

EM-scale Jet-Area Residual Gradient-Jet-Area
η-region correl. slope correl. slope correl. slope correl. slope

ρ
A

central 0.3808 1.3029 0.0992 0.3267 0.0905 0.2980 0.0273 0.1066
medium 0.4096 1.4556 0.1466 0.4785 0.0844 0.2537 0.0210 0.0522
forward 0.4484 1.6964 0.2074 0.7187 0.0757 0.2450 0.0537 0.1632

inclusive 0.3947 1.4098 0.1297 0.4335 0.0622 0.2192 0.0147 0.0490

N
P

V

central 0.1880 0.2676 0.0478 0.0625 0.0222 0.0281 0.0213 0.0288
medium 0.2348 0.3348 0.1089 0.1417 0.0169 0.0178 0.0468 0.0586
forward 0.3000 0.4667 0.1886 0.2654 0.0429 0.0538 0.1085 0.1387

inclusive 0.2099 0.3096 0.0799 0.1080 0.0095 0.0124 0.0282 0.0368

〈µ
〉

central 0.0457 0.0777 0.0067 0.0104 0.0026 0.0046 −0.0014 −0.0020
medium 0.0313 0.0509 −0.0069 −0.0111 −0.0066 −0.0111 −0.0222 −0.0336
forward 0.0154 0.0293 −0.0230 −0.0388 −0.0128 −0.0221 −0.0414 −0.0627

inclusive 0.0371 0.0648 −0.0006 −0.0010 −0.0022 −0.0038 −0.0168 −0.0265

Table 6.1: Linear correlation factors (correl.) and profile slopes of the difference ∆pT
of truth- and reconstructed jets with respect to ρA, NPV, and 〈µ〉. The
values were derived at EM-scale (i.e. no pileup calibration), after Jet-Area
correction, after Jet-Area+Residual correction, and after Gradient-Jet-Area
correction. The corresponding plots used for the calculation of these values
can be found in the appendix (Fig. C.1-C.12). The η regions are defined
as 0 < |η(jtrue)| < 1.2 (central), 2.1 < |η(jtrue)| < 2.8 (medium), and 3.6 <
|η(jtrue)| < 4.5 (forward). The slopes with respect to NPV and 〈µ〉 are given
in GeV. All other values are unitless.

It is apparent that the Gradient-Jet-Area correction method performs best in terms
of removal of ρA dependence in all η regions. This was expected, because it explicitly
uses ρA and the corresponding slope of ∆pT versus ρA. Since the Residual correction is
performed subsequently to the Jet-Area correction, it is not surprising that it performs
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6.5 Comparison of Performance

second best in this regard, while the Jet-Area correction alone performs worst.
The Residual correction performs best in removing the NPV dependence. This is expected
because it explicitly uses NPV as one of the values to parametrize the amount of pileup.
The possibility to also include NPV into the definition of the Gradient-Jet-Area correction
was investigated as well, but did not yield promising results. The reason for this is an
issue with negative energy after pileup removal which is discussed in further detail in Sec.
6.5.3. The Residual correction performs also best in removing the dependence to 〈µ〉.
This is also one of the parameters explicitly used in this method of correction.

6.5.2 Closure

Closure in the context of this study is defined by comparing the value of the transverse
momentum of the reconstructed jet (pT,reco) to the corresponding value of the truth jet
(pT,true) which is matched to it. Fig. 6.10 shows the closure in a highly forward region
4.0 < |η(jtrue)| < 4.1 for the three different pileup calibration methods presented in Sec.
6.4. It is apparent that the Gradient-Jet-Area method performs best for jets with low
transverse momentum 20 GeV pT,true < 35 GeV as it is the only method for which all
points lie on the line corresponding to pT,reco = pT,true within their respective error bars.
Fig. D.1 and Fig. D.2 show the corresponding plots in a central- and a medium η region.
Only small differences between the three methods can be seen here.
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Figure 6.10: Closure plots of the transverse momentum of reconstructed and calibrated
jets (pT,reco) with respect to truth level jets (pT,reco). Pileup calibration
and absolute JES calibration have been performed. Each plot corresponds
to a different method of pileup calibration that was used: Jet-Area [top],
Residual [left], and Gradient-Jet-Area [right]. The black line corresponds
to pT,reco = pT,true. Only jet pairs (jreco, jtrue) with 4.0 < |η(jtrue)| < 4.1
were used.
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6.5.3 Negative Energy

The equations defining the three different pileup calibration methods presented in 6.4
suggest that the calibrated transverse jet momentum can become negative under certain
conditions. The defining equations for the three methods are

pcorr1
T = preco

T − ρA (6.15)

for the Jet-Area correction,

pcorr2
T = pcorr1

T − αNPV − β〈µ〉 (6.16)

for the Residual correction, and

pcorr
T = preco

T − a(pT, η)ρA (6.17)

for the Gradient-Jet-Area correction. The conditions for negative pT (and therefore neg-
ative energy as well) after pileup correction are therefore

preco
T > ρA (6.18)

for the Jet-Area correction,

pcorr1
T > αNPV − β〈µ〉 (6.19)

for the Residual correction, and

preco
T > a(pT, η)ρA (6.20)

for the Gradient-Jet-Area correction. Since the Residual correction with respect to 〈µ〉
has on average an increasing effect on the energy (see Sec. 6.4.2), the Residual correction
is expected not to be affected by this phenomenon as much as the other calibration
methods. a(pT, η) is on average greater than one (see Fig. 6.8). Therefore, the Gradient-
Jet-Area correction is expected to be affected by this phenomenon the most. Fig. 6.11
shows the number of jets with negative energy after pileup calibration with respect to
true energy Etrue for the three different methods. It confirms the expectations stated
above. It was decided to discard jets that have negative energy after pileup calibration
for all following steps of the analysis. A different approach would be to assign values of
transverse momentum and energy of zero or close to zero to such jets.
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Figure 6.11: Fraction of jets with negative energy after pileup correction with respect
to true jet energy Etrue. Results for the three different pileup correction
methods are shown [from top left to bottom right]: Jet-Area, Residual,
Gradient-Jet-Area, and Gradient-Jet-Area-NPV.
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As mentioned in Sec. 6.4.3, the possibility of including NPV as an additional term
similar to the one for ρA into the definition of the Gradient-Jet-Area method (Eq. 6.17)
has been investigated. This however, would lead to even more jets having negative energy
after the pileup calibration (see Fig. 6.11). In this particular case, the amount of jets that
would have to be discarded was so large that no sensible values for a pileup correction
could have been derived. It was therefore decided to only include ρA in the Gradient-
Jet-Area correction, i.e. to refrain from performing a residual calibration with respect to
NPV and 〈µ〉.
Possible techniques to compensate the amount of jets with negative energy include taking
into account a constant term in the definition of the Gradient-Jet-Area correction. This
would not spoil the pileup correction because the actual scaling of the reconstructed
momentum to match the true momentum as close as possible is done in the later step of
absolute JES calibration. Hence, the additional offset could be compensated by a larger
scaling factor in the latter calibration step. A choice for the constant term could be the
offset corresponding to the slope which was used as the factor a(pT, η). Choosing an
even higher value might lead to even better results. Including 〈µ〉 into the definition
of the Gradient-Jet-Area calibration in a similar way as ρA may also provide a partial
solution for the problem with negative energy after pileup calibration. The results for the
Residual calibration show that the calibration with respect to 〈µ〉 increases the energy on
average by a high enough amount to effect a large amount of jets in such a way that they
gain positive energy after pileup calibration. A different approach for compensating this
problem could be made by adapting the implementation of the absolute JES calibration
step which in its current form is not able to derive a sensible calibration for jets with
negative energy.
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7 Conclusion and Outlook

The conclusion and outlook corresponding to the studies presented above is divided into
two sections: Sec. 7.1 describes the prospects study of the VBF H → ττ process at the
HL-LHC which has been presented in Sec. 5. Sec. 7.2 describes the studies corresponding
to the pileup calibration of jets at the ATLAS detector for the HL-LHC which have been
presented in Sec. 6.

7.1 Prospects for VBF H → ττ

The expected performance of the ATLAS detector at the HL-LHC with respect to signa-
tures corresponding to the VBF H → τlepτhad processes and the associated background
processes has been simulated and implemented in Monte-Carlo-generated samples. The
results have been used to perform a cut-based analysis to estimate the sensitivity of AT-
LAS to this process in the scenario of the HL-LHC.
An expected significance for the access of VBF H → τlepτhad processes over the expected
background at the HL-LHC was calculated with the result of Σexp

b = 8.63 ± 0.66stat stan-
dard deviations for an integrated luminosity of 3000 fb−1. This corresponds to 2322 signal
events compared to 151290 events from all of the considered backgrounds after preselec-
tion and VBF signal region cuts (see Tab. 5.4). With a layout of the HL-LHC which
includes the High Granularity Timing Detector (HGTD), an even higher significance of
Σexp,HGTD

b = 9.40 ± 0.71stat was estimated. This value is drastically higher than the ob-
served (expected) significance of Σo = 4.4 (Σe = 4.13) that has been obtained using Run
2 data corresponding to 36.1 fb−1 (Σo = 6.4 (Σe = 5.4) in combination with Run 1 data)
and combining all relevant ττ final states (i.e. τlepτhad, τlepτlep, and τhadτhad) [58]. Since
the analysis presented in this thesis only concerns the τlepτhad final state, the combination
of all final states at HL-LHC conditions promises to yield an even higher significance.
Further gains could be made by implementing a more involved type of cut optimization
such as it has been done in the corresponding Run 2 analysis [58]. This has been achieved
by employing a binned likelihood function combining several signal- and control regions.
Multivariate analysis methods such as boosted decision trees or artificial neural networks
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7.2 Jet Calibration in the Forward Detector Region

have already been utilized in many analyses in the ATLAS collaboration and often yielded
higher sensitivities than cut based analyses. Hence, incorporating such a method might
yield an even higher significance.
The HL-LHC’s substantial increase in luminosity is accompanied by the drawback of in-
creased pileup. Consequently, the increase of additional Emiss

T and jets from pileup worsen
the separation power of variables dependent on these objects: It was shown in this analy-
sis that the resolution of the di-τ mass mMMC suffers drastically due to pileup Emiss

T while
the additional pileup jets lessen the significance gained by the utilisation of the unique
kinematics of VBF jets, i.e. by the VBF signal region cuts.
The incorporation of the High Granularity Timing Detector (HGTD) into the HL-LHC’s
layout yielded an improved rejection efficiency of pileup-jets especially in the forward de-
tector region. Due to the important role of forward jets in the presented analysis, not
only a high rejection efficiency but also a reliable calibration of such jets is desirable. The
latter was investigated in Sec. 6 and is further discussed in the following Sec. 7.2.

7.2 Jet Calibration in the Forward Detector Region

Due to the harsher pileup conditions at the HL-LHC it is necessary to reevaluate the
individual steps of the jet calibration procedure used in ATLAS. In particular, the pileup
calibration consisting of Jet-Area correction and Residual correction will not be suited for
the conditions introduced by the upgrade.
A modified approach, the Gradient-Jet-Area correction, is introduced and it shows im-
provement with respect to the removal of pileup dependencies over the currently used
combination of Jet-Area- and Residual correction (see Sec. 6.5). This however comes
at the cost of an increased number to jets being assigned a negative (and therefore un-
physical) transverse momentum and energy after the correction. This phenomenon is also
present in the currently used methods, albeit to a smaller extent. With the current LHC
conditions, this phenomenon only occurs for a small number of jets and hence does not
constitute a significant threat to the performance of the calibration process. Due to the
HL-LHC’s harsher pileup conditions however, its impact will increase and suitable solu-
tions have to be found. As suggested in Sec. 6.5.3, the addition of a constant term or a
term concerning the pileup density 〈µ〉 to the Gradient-Jet-Area correction might help to
compensate this effect.
The non-closure of the reconstructed and true jet momentum after the absolute JES cal-
ibration is especially prominent for jets with low momentum using the current scheme of
the ATLAS jet calibration. In the forward detector region the Gradient-Jet-Area correc-
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7 Conclusion and Outlook

tion appears to perform better in this regard. Since this method is especially impaired by
jets having negative energy after pileup correction, a solution for the latter might further
improve this methods performance with regards to closure.
Calorimeter-jets might eventually be replaced by more sophisticated jet definitions. One
possibility for this are particle-flow jets [82]. Nevertheless, a consistent and optimized
calibration procedure for EM-scale jets will remain an important goal for the ATLAS
collaboration. The ability to compare the results from particle-flow jets with results from
the already well-understood calorimeter-jets is desirable.
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Appendix

A Dataset IDs

Sample Dataset ID
VBF H → τlepτhad 345074+345075

ggH H → ττ 345121+345122
di-boson 361600-361611
W+jets 361100-361105
Z → ττ 361108
Z → µµ 361107
Z → ee 361106

tt̄ 410470
single t 410011-410014

410025+410026

Table A.1: Dataset IDs of the Monte Carlo (MC) generated samples used to model the
signal (VBF H → τlepτhad) and background channels for the VBF H → ττ
prospects study presented in Sec. 5. For more information on the individual
samples see Tab. 5.1.

Sample Dataset ID
di-jet 147910-147917

Table A.2: Dataset IDs of the Monte Carlo (MC) generated samples used for the jet
calibration studies presented in Sec. 6.
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Table B.1: Event yields and the corresponding cut efficiencies in percent for signal (VBF
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lection and VBF signal region at HL-LHC conditions with an integrated
luminosity of 3000 fb−1. For a graphical representaion see Fig. 5.14.
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Figure B.1: Signal distributions after preselection with respect to one of the signal re-
gion cut variables xi versus the reconstructed di-τ mass mMMC. The result-
ing efficiencies of signal and background versus the cut value ci are shown
in Fig. 5.10.
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Figure B.2: Background distributions after preselection with respect to one of the signal
region cut variables xi versus the reconstructed di-τ mass mMMC. The
resulting efficiencies of signal and background versus the cut value ci are
shown in Fig. 5.10.
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Figure B.3: Signal distributions after preselection with respect to one of the signal re-
gion cut variables xi versus the reconstructed di-τ mass mMMC. The result-
ing efficiencies of signal and background versus the cut value ci are shown
in Fig. 5.10.
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Figure B.4: Background distributions after preselection with respect to one of the signal
region cut variables xi versus the reconstructed di-τ mass mMMC. The
resulting efficiencies of signal and background versus the cut value ci are
shown in Fig. 5.10.
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Figure B.5: Correlations of some of the signal region cut parameters xi to each other
using only the signal sample. The discontinuities at 50 and 100 GeV in the
distributions of pT(jlead) and pT(jsublead) are an artifact of the simulated
track confiramtion efficiencies which is further explained in Sec. 5.2.3.
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Figure B.6: Correlations of some of the signal region cut parameters xi to each other
using combination of all background samples. The discontinuities at 50 and
100 GeV in the distributions of pT(jlead) and pT(jsublead) are an artifact of
the simulated track confiramtion efficiencies which is further explained in
Sec. 5.2.3.
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Figure B.7: Correlations of some of the signal region cut parameters xi to each other
using only the signal sample. The discontinuities at 50 and 100 GeV in the
distributions of pT(jlead) and pT(jsublead) are an artifact of the simulated
track confiramtion efficiencies which is further explained in Sec. 5.2.3.
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Figure B.8: Correlations of some of the signal region cut parameters xi to each other
using combination of all background samples. The discontinuities at 50 and
100 GeV in the distributions of pT(jlead) and pT(jsublead) are an artifact of
the simulated track confiramtion efficiencies which is further explained in
Sec. 5.2.3.
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C Correlation of ∆pT to ρA, NPV,
and 〈µ〉
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Figure C.1: ∆pT with respect to ρA in the central η region.
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Figure C.2: ∆pT with respect to ρA in the medium η region.
96



E
M

-s
ca

le

0

200

400

600

800

1000

1200

6 8 10 12 14 16 18 20

 A [GeV]ρ

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 118133

CorrFct: 0.4484, StdDevY: 10.46

 InternalATLAS

6 8 10 12 14 16 18 20

 A [GeV]ρ

20−

15−

10−

5−

0

5

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 1.69643x + ­28.6259

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

Je
t-

A
re

a

0

200

400

600

800

1000

1200

6 8 10 12 14 16 18 20

 A [GeV]ρ

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 118133

CorrFct: 0.2074, StdDevY: 9.559

 InternalATLAS

6 8 10 12 14 16 18 20

 A [GeV]ρ

26−

24−

22−

20−

18−

16−

14−

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 0.718715x + ­28.6528

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

R
es

id
ua

l

0

200

400

600

800

1000

1200

6 8 10 12 14 16 18 20

 A [GeV]ρ

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 108775

CorrFct: 0.07566, StdDevY: 9.246

 InternalATLAS

6 8 10 12 14 16 18 20

 A [GeV]ρ

8−

7−

6−

5−

4−

3−

2−

1−

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 0.244979x + ­7.2797

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

G
ra

di
en

t

0

200

400

600

800

1000

1200

6 8 10 12 14 16 18 20

 A [GeV]ρ

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 108625

CorrFct: 0.05371, StdDevY: 8.67

 InternalATLAS

6 8 10 12 14 16 18 20

 A [GeV]ρ

27−

26−

25−

24−

23−

22−

21−

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 0.163222x + ­26.2953

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

Figure C.3: ∆pT with respect to ρA in the forward η region.
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Figure C.4: ∆pT with respect to ρA inclusive in η.
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Figure C.5: ∆pT with respect to NPV in the central η region.
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Figure C.6: ∆pT with respect to NPV in the medium η region.
100



E
M

-s
ca

le

0

500

1000

1500

2000

2500

3000

20 30 40 50 60 70 80 90 100

PVN

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 118133

CorrFct: 0.3, StdDevY: 10.66

 InternalATLAS

20 30 40 50 60 70 80 90 100

PVN

20−

15−

10−

5−

0

5

10

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 0.466745x + ­36.4883

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

Je
t-

A
re

a

0

500

1000

1500

2000

2500

3000

20 30 40 50 60 70 80 90 100

PVN

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 118133

CorrFct: 0.1886, StdDevY: 9.617

 InternalATLAS

20 30 40 50 60 70 80 90 100

PVN

30−

25−

20−

15−

10−

5−

0

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 0.265418x + ­36.1015

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

R
es

id
ua

l

0

500

1000

1500

2000

2500

3000

20 30 40 50 60 70 80 90 100

PVN

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 108775

CorrFct: 0.04289, StdDevY: 9.302

 InternalATLAS

20 30 40 50 60 70 80 90 100

PVN

18−

16−

14−

12−

10−

8−

6−

4−

2−

0

2

4

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 0.0537585x + ­7.56516

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

G
ra

di
en

t

0

500

1000

1500

2000

2500

3000

20 30 40 50 60 70 80 90 100

PVN

150−

100−

50−

0

50

100

 [
G

e
V

]
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

Entries: 108625

CorrFct: 0.1085, StdDevY: 8.681

 InternalATLAS

20 30 40 50 60 70 80 90 100

PVN

30−

25−

20−

15−

10−

5−

0

 [
G

e
V

])
T

,t
ru

e
 ­

 p
T

,r
e

c
o

 =
 p

T
 p

∆
p

ro
fi
le

(

Fit: 0.138728x + ­32.7744

: [3.6, 4.5]η], ∞>: [0, µ], <∞: [0, 
PV

: [20, 50] GeV, N
T

p

 InternalATLAS

Figure C.7: ∆pT with respect to NPV in the forward η region.
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Figure C.8: ∆pT with respect to NPV inclusive in η.
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Figure C.9: ∆pT with respect to 〈µ〉 in the central η region.
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Figure C.10: ∆pT with respect to 〈µ〉 in the medium η region.
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Figure C.11: ∆pT with respect to 〈µ〉 in the forward η region.
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Figure C.12: ∆pT with respect to 〈µ〉 inclusive in η.
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Figure D.1: Closure plots of the transverse momentum of reconstructed and calibrated
jets (pT,reco) with respect to truth level jets (pT,reco). Pileup calibration
and absolute JES calibration have been performed. Each plot corresponds
to a different method of pileup calibration that was used: Jet-Area [top],
Residual [left], and Gradient-Jet-Area [right]. The black line corresponds
to pT,reco = pT,true. Only jet pairs (jreco, jtrue) with 0.0 < |η(jtrue)| < 0.1
were used. This corresponds to a central η region. Fig. 6.10 and Fig. D.2
show the corresponding plots for a forward- and a medium η region.
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Figure D.2: Closure plots of the transverse momentum of reconstructed and calibrated
jets (pT,reco) with respect to truth level jets (pT,reco). Pileup calibration
and absolute JES calibration have been performed. Each plot corresponds
to a different method of pileup calibration that was used: Jet-Area [top],
Residual [left], and Gradient-Jet-Area [right]. The black line corresponds
to pT,reco = pT,true. Only jet pairs (jreco, jtrue) with 2.0 < |η(jtrue)| < 2.1
were used. This corresponds to a medium η region. Fig. D.1 and Fig. 6.10
show the corresponding plots for a central- and a forward η region.
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